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Abstract— Trust authority (TA) services are both impor-  establishing a PKI on a subset of nodes in the net-
tant infrastructure services for layered protocols requiring  work [1], [2] based on the use of cluster algorithms
the availability of an identification and authentication for the determination of cluster heads. Simultaneously,
mechanism such as access control mechanisms and confin ;merous authors have focused on the propagation of
dentiality services, and can also be viewed as exemplarstrust and developed models for establishing trust in

for the secure and efficient distribution of computations .
in general. While such general problems have been stud- MANETSs [3], [4], [3], [6], [7]. In this paper, we report

ied extensively, tactical MANET environments impose a On the efficiency gained by combining such cluster
number of requirements and constraints such as RF algorithms W|th Selected additional metriCS, inClUding
range and cost, battery limitations, and computational trust, battery capacity of participating nodes, and metric
capabilities which call for more specific approaches. In pertaining to the underlying network, namely cost of
this paper we report the analysis of algorithms for TA routing, bandwidth requirements, and desirable per-hop
service distribution based on cluster head algorithms and gsjgna| strengths. This provides robust criteria for the
improvements on the basic algorithms based on the specific igyripytion of data (e.g. key material) and computation
requirements as identified in the course of simulations of .., hodes in a dynamic MANET as required for a
tactical scenarios and realizing appreciable increases in " ", .
efficiency over the general case in the process. distributed tr.ust authority. .
The remainder of the paper is structured as follows:

Section Il provides a brief overview of cluster algorithms
and existing work on security architectures. Section Il

Security architectures often tacitly assume the avaihen introduces the extension of our distribution model,
ability of cryptographic services, which may not bevhich describes the augmented configuration possibili-
the case for mobile ad hoc networks (MANETS). Trugtes for the underlying cluster algorithm. Two simulation
authority (TA) services form the basis for many advancestenarios are then described in section Ill, while section
services, and the bootstrapping and their continued availprovides a comprehensive analysis and evaluation of
ability represent a significant challenge from both effthe distribution algorithm based on these simulations.
ciency and security perspectives, particularly in hostileinally, section VI discusses our ongoing and planned
environments such as tactical networks. Such networkstensions to the model and algorithms for efficient and
are self-organizing, self-discovering, rapidly changingbust TA distribution in tactical MANET environments.
in topology and devoid of dedicated infrastructural el-
ements, and must cope with both active adversaries _ _
and limited resources such as energy, bandwidth, af¥erlays and Clusters as a Structuring Mechanism for
computational power for services for both public kejformation Collection and Dissemination
infrastructures (PKI) or for identity-based (ID-PKC) In the recent years clusters have been widely utilised
systems. Recent research has investigated the issu¢oofletermine subsets of mobile ad hoc networks under
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the objective of saving energy [8], enhancing routingdvantage of independently changing clusterheads, i.e.
protocols [9], [10], finding efficient flooding [11], [12], one change does not activate a chain of further changes.
and broadcasting mechanism [13], or to generally buildevertheless, several simulations figured out that the
low-cost backbones [14]. Clusters have also been applimdbility of the network provokes quite frequent changes
in recent research on distributing trust authorities in af the cluster heads, which is an infeasible behavior
hoc networks [1], [2]. in the scope of a trust authority. Resent research has
Bechler [1] establishes a security architecture usimgvestigated the incorporation of additional mechanism
clustering and(k,n)-threshold cryptography, but doego control the changes of cluster heads.
not consider trustworthiness. In each cluster, exactly
one distinguished node, the cluster head, is responsible
for establishing and organizing the cluster. Clusters are
formed as geographically needed: If nodes cannot findPreviously [15] we described an algorithm for trust
existing clusters, they create some themselves, wihthority distribution in tactical networks. We developed
existing clusters being merged and split on demaralvariant of Amis’ [16] cluster algorithm for determining
A further drawback in Bechlers work is the significanthe cluster heads, which represent the members of the
relevance of gateway nodes, which act as connectonsst authority. The special feature of our algorithm is
between neighbored clusters. As Bechlers simulatitime quality factor that describes the belief of a node
results illustrate, 34.2% of the overhead traffic is prabout a nodg’s qualification for being a TA node. This
duced by the gateway nodes, whereas the cluster hewaalsie is used by our modification of the cluster algorithm
only produce 47.5% of the overhead traffic, althougio decide about the choice of the TA notle#/e have
they incur the management of the security shares. Talgo defined several metrics for the configuration of the
frequency of changes of the clusterheads is not consiglality factor and illustrated how the consideration of the
ered at all in Bechlers work, instead leaving clusterhebattery level helps to keep the nodes on similar battery
are supposed to delegate their role to another nodelamels and thus prevent the early breakdown of nodes.
the cluster. A breakdown of one cluster head causes &irst simulations have shown the tendency of the clus-
complete rebuild of the cluster and thus a downtime amek algorithm to change the cluster heads quite frequently.
considerable communication overhead. One possibility for the prevention of this behavior pro-
Lin-Jiun [2] also builds a cluster-based security awides the quality factor, which can be configured to
chitecture for MANETs and avoids the issue of trusissign a higher quality to TA nodes and thus facilitate
establishment assuming that every node has alreablgir reelection. However, this would be a misuse of
exchanged a public key and a session secret key witle quality factor that would decrease its potency for
its direct neighbors. Since we assume wireless datmre sensitive configuration issues such as energy level
transfer, there is no reason why these initially exchangend trust values. We have therefore augmented the clus-
keys should be trustworthy, calling the underlying aser algorithm itself by mechanism for avoiding abrupt
sumptions into question. Lin-Juin utilizes Amis’ clustechanges of the cluster heads. These mechanism will be
algorithm for the determination of the cluster heads, thattroduced in the remainder of this section. Our original
appeared in our simulations to change the cluster heatlsster algorithm was defined in [15] as follows:
quite frequently. However, Lin-Juin’s security architec- , Each node collects the information broadcast by
ture does not examine the changing of cluster heads or neighbors and retains this until it is refreshed or
the frequency of those changes at all. exceeds its predefined lifetime. Cluster information
Previously we have addressed the issue of establishing with a hopsToGo value greater thai are pushed
a trust authority under the consideration of configurable on the stackf or war dI nf o, whereupon the re-
metrics for trust, energy level and arbitrary further func-  gpectivehops ToGo value is decreased by
tions [15]. For this purpose we modified Amis’ [16] clus- , |n certain (possibly node-specific) time periods each
ter algorithm, replacing the node id as the decisive factor npode determines all quality factors about his known
in his algorithm by aquality factor. This quality factor d-hop neighbors, choosing the node with the highest
provides the key for the configuration of our distribution  quality factor as its cluster heatf. the node itself

algorithm and demonstrated its impact in an example for  o|ds this value, or if another node has chosen him
sufficient energy handling[15]. Amis’ cluster algorithm

comes, due to the avoidance of gateway nodes, with théFor consistency, cluster heads are labeled as TA nodes.

Ill. A CLUSTER BASED ALGORITHM FOR TRUST
AUTHORITY DISTRIBUTION.



as cluster head, the node will itself be a TA node. its state as a TA member. The TA connections in scope of
The node then broadcasts the newly determined The real network need to be chosen under the additional
status, its additional information such as the battecpnsideration of the effective ability to provide the TA
level andf or war dI nf o to its neighbors. Every service. According to this, our cluster based algorithm
entry of thef or war dl nf o stack contains a pa-for trust authority distribution provides a sufficient sebs
rameterhopsToCo, i.e. the number of forwarding of TA nodes, which can then be used for bootstrapping
hops, initially set to cluster depth. the security architecture on top of these nodes, but also

The highlighted part of this definition briefly de-as independent as necessary from any structures from
scribes the decision procedure, which provides the dnside the distribution algorithm.
chor for a more sophisticated decision strategy. Firstly
we augmented the possible set of trust authority states
TA_MEMBER and NO.TA_.MEMBER by TA ASPI RANT The optimization of the algorithm for trust authority
and LEAVI NG.TA. The TA_ASPI RANT parameter is distribution, as elaborated in the former section, is based
utilized to insert a second step in the process of g@&n several simulation scenarios. Two of these scenarios,
ting a TA member. According to this, a node firstynodeling possible group movements in military task
changes its state tdA_ASPI RANT if he holds the forces, are introduced in this section. The simulations
highest quality value under its neighboring nodes. Aftenvgere performed with our extension of the network sim-
certain configurable perioBONSTANT_TA_I NTEREST ulator NS-2[17], including the topography aware radio
as TA aspirant the node will then get a TA mempropagation model[18] as well as the cluster algorithm
ber if it still holds the highest quality value. Thefor trust authority distribution. The ray optical prop-
respective mechanism is utilized with the help aigation model, which is originally developed for the
the parameteiCONSTANT_NO.TA_I NTEREST for the utilization on single devices, can therefore also be used
state LEAVI NG.TA to avoid a abrupt release of theas a propagation model from the scope of the network
TA_MEMBER state. simulator. During the following simulations it was con-

A further and most effective change on the algdigured to consider the interruption of transmission by
rithm is the incorporation of a delay mechanism ibuildings as well as reflection effects up to a depth of 2.
the process of changing the TA connection. Accord- We used iNSpect[19] for visualization purposes in
ing to this, a node only connects to a new TA nodahich the consideration of new tracefile entries, such as
and thus obliges this node to be a TA member, iquired for the trust authority information, is comfort-
the interest in this connection exists for a certaiably realizable. The first simulation (figure 1) contains
time period CONSTANT_CONNECTI ONLI NTEREST or 35 nodes approaching an urban area, splitting up in
if its old TA connection suddenly dropped out. Furgroups of at least three nodes and re-grouping. The
thermore, a node is only interested in a new connesecond scenario (figure 2) a group of 37 nodes traces
tion if the quality of the potentially new TA nodea route through hostile area and performs formation
exceeds the quality of its current connection by @hanges accordingly. In both simulations the group is
threshold amouri Nl MUMQUALI TY_DI F. During the organized as a platoon in which the common distance
simulations which are introduced in the following seoaf neighboring nodes is 10m. Movement techniques for
tion, the parametersCONSTANT_TA.lI NTEREST and traveling, enemy contact and crossing danger areas of
CONSTANT_CONNECTI ONLI NTEREST were set to 3 platoons were motivated by [20]. As nodes in these
times the cluster message frequency. The parametimulations are typically represented by infantry on foot,
CONSTANT_NO.TA_I NTEREST which is responsible for averages speed of the group was set as 2 m/s, while nodes
decelerating the process of leaving the TA status, aqre able to increase their speed up to 3.5 m/s to build up
peared to drastically bar the nodes from leaving the Té#¢ keep desired formations. We chose transmission power
and was finally set ta@). The value of the parameterof the nodes to 5 mW, yielding due to the underlying Two
M NI MUMQUALI TY_DI F was set to 0.1. ray ground model a maximum communication range in

The choice of TA connections as utilized by the clustdéree space of approximately 45m. Ordinary nodes are
algorithm does not necessarily establish real TA conngepresented by grey spots, while the members of the trust
tion in the later security architecture. In the scope @futhority are presented by black spots.
the cluster algorithm a node can immediately connect toSimulation 1 is intended to expose the influence of
another node, which may require an interval to establigbrupt communication breakdowns as well as of the di-

IV. SIMULATION
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Fig. 1. Simulation 1: Platoon of soldiers tracing a city area

Fig. 2. Simulation 2: Platoon of soldiers traveling througbstile
area.
vision of the network in several smaller groups. The sim-

ulation area as illustrated in figure 1 measuresS00mM

and the simulation time is 850 Figure 1a) shows thegrigure 2b)). During this procedure which takes 120

imminent devision of the platoon in three squads aft . .
'?ﬁconds, the nodes are moving with an average speed

reaching the city area. The nodes have decreased 9 - : ) .
: . of 0.1 m/s and their wireless devices are likely to incur
distances between each other from typically 10 metres

- nsulate contacts or drop out totally. Thereupon, after
to 5 metres yielding a more compact network. 41 b y bon,

later (figure 1b)) the squads trace independent routescf?]”atmg toa platoon again, the group d'V'deS. to cross a

- . . danger area (figure 2c)) and forms up a traveling platoon
between the buildings, while several fireteams temporae{ ain (figure 2d))
leave the squad to occupy further streets. Finally th 9 '

squad falls back into formation on leaving the urban area. V. ANALYSIS
Simulation 2 is intendend to expose the influence of

redeploying the platoon while traveling, node failure anj In section lll we have discussed the changes in our

insulate contacts after enemy contact and network debiuster based algorithm for trust authority distribution,

sion into two groups while crossing a danger area Tﬁv@ile the former section introduced two simulation sce-
simulation area as illustrated in figure 1 measures 7 6rios that were used to figure out these optimizations. In
Is section we will now illustrate the resulting behavior

x 900 metres and the simulation time is 1350 secondd luster based distributi lqorith ding t
Our extension of iNSpect also allows the constructio rggra(;ssc?;' ased distribution algorithm regarding to

of pathways, which are illustrated by grey lines in th
background. The platoon of 37 nodes starts travelingl) Total number of TA nodes (cluster heads)

with a speed of 2 m/s and stretches while accelerating up?) Number of nodes successfully connected to TA

to 3 m/s (figure 2a)). Due to expected enemy contact, the3) Number of received packets/

platoon splits up short time later, two squads following The first aspect describes the number of TA nodes
the lower path, while the remaining two squads trace tla¢ every time in the simulation scenarios and shows
upper two paths. At second 700 the lower two squatie influence of formation changes, interaction of radio
change their formation due to enemy contact to a liveaves with the topography and the transmission power



on the total amount of TA nodes. Since our trust authority 1A nodes
distribution algorithm is intended to perform the basis for
a security architecture in which several secret shares are30
distributed among the TA members, the number of TA %g ] _ izgg
nodes is a decisive factor. 15 4%, e 8 sec
The number of nodes that are successfully connectedl0 A ,
to the trust authority helps to draw conclusions about 8 T S EeE T T
the_sufﬂuent information exchange in the network. We 0 100 200 300 400 500 600 700 800
define a node to be successfully connected to the trust
authority if its TA node is indeed a member of the
TA and the physical connection is still existent. The
continuous exchange of cluster packet would yield a _
perfectly informed network and thus enable every node Received packets Cluster frequency:
to immediately react to connection breakdowns and,, 7 isec
. . . . sec
changes in the behavior of neighboring nodes. However, s
since transmission is the crucial factor for the energy, o
consumption in MANETs, we aim to maximize the
interval between cluster messages while keeping the40
connectiv_ity to the T_A nodes at a suffi(_:i.ent level. 0 | } | | R '} sec
The third aspect illustrates the_ addltlt_)nal data over- 0 100 200 300 400 500 600 700 800
head caused by the cluster algorithm. Since the amount
of transmitted packets per second in our model can beFig- 5. Sim 1: Total number of received cluster packets/sec.
simply calculated as "the number of nodes in the network
divided by the frequency of cluster messages” and ear-
lier measurements on the energy consumption of PDAHBready established TA nodes. After the initialization
[21] have shown a considerable energy consumptiontohe, the reelection of TA members is encouraged to
40% for receiving (compared to sending) a packet, veoid too frequent changes of TA nodes (see section IlI).
examine the number of received packets as a metric feigure 3 shows that directly after the start only 5 to 10
the data overhead. nodes are successfully connected to a TA node, while
Smulation 1: The first simulation, which models athis number increases to more than 30 nodes after 20 to
platoon of soldiers traversing an urban area, is show0 seconds. The duration of this configuration process
in figure 1. The figures 3 - 5 show the behavior ok dependent on the frequency of cluster messages. In
the network regarding to aspect 1) to 3) during thide case of a cluster message frequency of 2 seconds
simulation for different cluster message frequencies @olid line) this process lasts only 20 seconds, while it

Cluster frequency:

AR

Fig. 4. Sim 1. Amount of TA nodes.
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2, 4 and 8 seconds. takes 80 seconds in the case of a cluster frequency of
8 seconds (dotted line). According to this, the cluster
Connected nodes algorithm needs approximately 10 rounds of cluster

i - e e g AL message exchanges to shape a sufficient set of TA nodes.

30 ¥ Py v In future work we will take advantage of this behavior
%g Cluster frequency: and accelerate the initialization process by exchanging
15 —  2sec the first 10 cluster round messages in a short time period
12 - gsec and fix this time as the initialization period.
0 | | | | Tec | | > sec After approximately 380 seconds (figure l1a)) the
0 100 200 300 400 500 600 700 800 nodes start to split up between the buildings. The effect

on the connectivity of the network and the TA can
be seen in figure 3 and 5. The number of received
packets increases until second 380, since the platoon
The initialization time as described in section Il is seteeds to choose a closer formation to move in between
to 100 seconds. In this time the nodes are configuredtt@ buildings. Thereupon this number decreases abruptly
choose their best TA connection node independent fratne to communication breakdowns. As an impact on the

Fig. 3. Sim 1. Number of nodes connected to TA.



connectivity to the TA in case of a 8 second cluster  ~gnnected nod
frequency (dotted line), up to 9 of the 35 nodes shortly Mk gty g
loose their connection to the TA. In case of a cluster 30 -
frequency of 2 (solid line) or 4 (dashed line) seconds %g i
the algorithm reacts quicker and only 5 nodes lose their 15 -
connection to the TA. 10
A further crucial observation are the fluctuations in 8 T L 16 A }
figure 3 between second 400 anq 7QO espgually fo_r a 0 200 400 600 800 1000 1200
cluster frequency of 2 seconds (solid line). This behavior
occurs, when the nodes from different small groups get
a temporary connection between house walls, as can be
identified in figure 1b). This problem does not occur
for a cluster frequency of 8 seconds (dotted line) since TA nodes

the nodes of different small groups will not receive

: Cluster frequency:
/ — 4 sec
’ —— 8sec

sec

Fig. 6. Sim 2: Number of nodes connected to TA.

S

Cluster frequency:

enough cluster messages to choose the new node fromps i '-.. — 4sec
another group as TA node. In order to avoid this be- 20 ' - - - 863ec
. 16 sec

havior, future work will investigate the increasing of the ]
period CONSTANT_CONNECTI ONLI NTEREST (section 5 H ">
1) that a node needs to wait before effectively connect- 0 w w w \ \ \
ing to a new node. 0 200 400 600 800 1000 1200
Despite the fact that the number of received packets Fig. 7. Sim 2: Amount of TA nodes.
increases after the collation of the group (figure 1c), this
event has no notable effect on the TA or the connectivity
of the network. As a further important result of the
figures 3 through 5 the cluster algorithm shows a vefgllowing formation change to a stretched line (figure
similar behavior for the different cluster message fre)) abruptly decreases this number. Nevertheless, these
quencies of 2, 4 and 8 seconds. In view of bootstrappiﬁbanges in the connectivity of the network have allmost
a security architecture on top of the TA, the consequerfé@ changes to the connectivity of the TA (figure 6) and
of this observation is that even in a network witti1e number of TA nodes (figure 7).
numerous abrupt communication breakdowns, a clusterl he only two noticeable events in the rest of the simu-
frequency of 8 or even more seconds is still sufficientlation that come with a short decrease of the connectivity
Smulation 2: The second simulation models difto the TA are the resumption of speed after the file
ferent movements techniques of a platoon of soldiers figrmation in figure 2b) and the division of the network
a hostile area (figure 2). The figures 6 through 8 shd second 1070 (figure 2c)) while crossing the danger
the behavior of the network regarding to aspect 1) to 8yea. Recapitulating, the algorithm for the distribution
during the simulation for different cluster message fr@f the TA works smoothly and does not show any weak
quencies of 4, 8 and 16 seconds. Additional simulatiof®ints in this simulation scenario. For further refinement
based on a message frequency of 8 seconds illustratifigthe algorithm we have examined the influence of
the influence of node failure, loose contacts of theode failures, loose contacts and different amounts of
wireless devices and different amounts of transmissigi@nsmission power as illustrated in the figures 9 through
power are shown in figure 9 through 11. 11. The wireless devices of the nodes in the first of these
The behavior during the initialization time of 100scenarios begin to drop out during the enemy contact
seconds is similar to simulation 1, where approximateffom second 700 to 800 (figure 2b)). A failure of 20 of
10 rounds of cluster message exchange are requiredh® 37 nodes (dashed line in figure 9) exhibits almost
first shape a sufficient set of TA nodes (figure 6). Thergo differences to a network without node failures (solid
upon the number of received packets decreases duding). The first apparent influence can be observed in case
the formation stretching of the traveling platoon duringf 25 failing nodes as illustrated by the dotted line.
second 150 and 320 (figure 2a)). The partition in threeWe performed the same simulation scenario as il-
squads which move in a compact formation till secoridstrated in figure 9 a second time, while the wireless
600 increases the number of received packets, while thevices in this simulation only suffered from a loose

sec
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Fig. 9. Sim 2: Influence of the breakdown of several nodes en thy, the number of nodes connected to TA. Cluster frequencgcs s
number of nodes connected to TA. Cluster frequency: 8 sec.

VI. CONCLUSION

contact instead of falllng tota”y Loose contacts were In this paper we have extended and evaluated our
simulated by a random failure in sending and receivinguster based algorithm for trust authority distribution i
packets of 50% and the effected nodes were the sagggtical mobile ad hoc networks. We put the main focus
at the same time as in the former simulation. Evengh a configuration yielding a suitably connected net-
number of 25 failing nodes have only minor impact ofyork, while producing as few as possible communication
the connectivity to the TA, while a loose contact of 2@yerhead. The two crucial points for the communication
devices has no visible negative effect. overhead are the number of changes of TA nodes and the

Finally we also ran the simulation 2 under differentrequency of the cluster algorithm messages. The issue
transmission strengths of ImW, 5mW and 15mW yielaf avoiding too frequent changes of TA members was
ing a communication range in free space of approxaddressed by our extension of the cluster algorithm in
mately 30, 45 and 60 metres, respectively. Our algoritheection Il and the behavior of the algorithm for different
appeared to be sensitive to the stretching of the formatiocluster message frequencies was examined in section V.
in case of a communication range of 60 metres (figure Iri order to evaluate our algorithm in realistic environ-
solid line). During traveling in the period of 150 to 320ments we prepared two simulation scenarios in which
seconds, as well as after the division of the network aftes and 37 nodes were moving in a platoon, splitting up
600 seconds, the increasing distances between the nduitsveen buildings and stretching the formation during
disconnect up to 15 nodes from the TA. This behavidaster marching, while single nodes suffered from broken
occurs since a higher communication range enables theinsulate wireless devices. The results of these simu-
nodes to connect to far away TA members, that remolagions show, that the cluster message frequency in such
out of the connected nodes range at the mentiongckenarios can be chosen to 16 seconds or even longer and
events. In future work we will therefore configure the¢hat the period between changes of TA members could
quality value of the cluster algorithm to encourage thée increased to 30 to 60 seconds (for cluster message
choice of nearby nodes, i.e. set the loading of the sigriedquency of 8 seconds) despite numerous formation
strength metric as defined in [15] to a suitable value. changes during the simulations.



Future work will investigate a comfortably usuable[6] Yan Lindsay Sun, Wei Yu, Zhu Han and K.J.Ray Liu, “Infor-

group mobility model as well as a dynamic change

cluster frequency, e.g. more frequent cluster messages

during the initialization or formation changes. In order

of

7]

realize such a dynamic behavior, the TA overlay network

will not only operate as a security architecture but a

as a control unit for the underlying cluster algorithm.[8

Iso

This control unit could for example prepare the network
for an imminent devision by initiating an increase of

the number of TA members and thus creating two
more operative TA overlays, one on every partition
the network. The results about the frequency of chan

of

ges

of the TA members and the connectivity to the TA pre—O
pare the basic parameters for bootstrapping this secuH’q}
architecture and control unit. Our research on a security

architecture based ofk, n)-threshold cryptography will

include traditional public key infrastructures as well a1l
identity based public key cryptography, and evaluate

methods for distributed computation.
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