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Abstract— Trust authority (TA) services are both impor-
tant infrastructure services for layered protocols requiring
the availability of an identification and authentication
mechanism such as access control mechanisms and confi-
dentiality services, and can also be viewed as exemplars
for the secure and efficient distribution of computations
in general. While such general problems have been stud-
ied extensively, tactical MANET environments impose a
number of requirements and constraints such as RF
range and cost, battery limitations, and computational
capabilities which call for more specific approaches. In
this paper we report the analysis of algorithms for TA
service distribution based on cluster head algorithms and
improvements on the basic algorithms based on the specific
requirements as identified in the course of simulations of
tactical scenarios and realizing appreciable increases in
efficiency over the general case in the process.

I. INTRODUCTION

Security architectures often tacitly assume the avail-
ability of cryptographic services, which may not be
the case for mobile ad hoc networks (MANETs). Trust
authority (TA) services form the basis for many advanced
services, and the bootstrapping and their continued avail-
ability represent a significant challenge from both effi-
ciency and security perspectives, particularly in hostile
environments such as tactical networks. Such networks
are self-organizing, self-discovering, rapidly changing
in topology and devoid of dedicated infrastructural el-
ements, and must cope with both active adversaries
and limited resources such as energy, bandwidth, and
computational power for services for both public key
infrastructures (PKI) or for identity-based (ID-PKC)
systems. Recent research has investigated the issue of

establishing a PKI on a subset of nodes in the net-
work [1], [2] based on the use of cluster algorithms
for the determination of cluster heads. Simultaneously,
numerous authors have focused on the propagation of
trust and developed models for establishing trust in
MANETs [3], [4], [5], [6], [7]. In this paper, we report
on the efficiency gained by combining such cluster
algorithms with selected additional metrics, including
trust, battery capacity of participating nodes, and metrics
pertaining to the underlying network, namely cost of
routing, bandwidth requirements, and desirable per-hop
signal strengths. This provides robust criteria for the
distribution of data (e.g. key material) and computation
across nodes in a dynamic MANET as required for a
distributed trust authority.

The remainder of the paper is structured as follows:
Section II provides a brief overview of cluster algorithms
and existing work on security architectures. Section III
then introduces the extension of our distribution model,
which describes the augmented configuration possibili-
ties for the underlying cluster algorithm. Two simulation
scenarios are then described in section III, while section
V provides a comprehensive analysis and evaluation of
the distribution algorithm based on these simulations.
Finally, section VI discusses our ongoing and planned
extensions to the model and algorithms for efficient and
robust TA distribution in tactical MANET environments.

II. RELATED WORK

Overlays and Clusters as a Structuring Mechanism for
Information Collection and Dissemination

In the recent years clusters have been widely utilised
to determine subsets of mobile ad hoc networks under



the objective of saving energy [8], enhancing routing
protocols [9], [10], finding efficient flooding [11], [12],
and broadcasting mechanism [13], or to generally build
low-cost backbones [14]. Clusters have also been applied
in recent research on distributing trust authorities in ad
hoc networks [1], [2].

Bechler [1] establishes a security architecture using
clustering and(k, n)-threshold cryptography, but does
not consider trustworthiness. In each cluster, exactly
one distinguished node, the cluster head, is responsible
for establishing and organizing the cluster. Clusters are
formed as geographically needed: If nodes cannot find
existing clusters, they create some themselves, with
existing clusters being merged and split on demand.
A further drawback in Bechlers work is the significant
relevance of gateway nodes, which act as connectors
between neighbored clusters. As Bechlers simulation
results illustrate, 34.2% of the overhead traffic is pro-
duced by the gateway nodes, whereas the cluster heads
only produce 47.5% of the overhead traffic, although
they incur the management of the security shares. The
frequency of changes of the clusterheads is not consid-
ered at all in Bechlers work, instead leaving clusterhead
are supposed to delegate their role to another node in
the cluster. A breakdown of one cluster head causes a
complete rebuild of the cluster and thus a downtime and
considerable communication overhead.

Lin-Jiun [2] also builds a cluster-based security ar-
chitecture for MANETs and avoids the issue of trust
establishment assuming that every node has already
exchanged a public key and a session secret key with
its direct neighbors. Since we assume wireless data
transfer, there is no reason why these initially exchanged
keys should be trustworthy, calling the underlying as-
sumptions into question. Lin-Juin utilizes Amis’ cluster
algorithm for the determination of the cluster heads, that
appeared in our simulations to change the cluster heads
quite frequently. However, Lin-Juin’s security architec-
ture does not examine the changing of cluster heads or
the frequency of those changes at all.

Previously we have addressed the issue of establishing
a trust authority under the consideration of configurable
metrics for trust, energy level and arbitrary further func-
tions [15]. For this purpose we modified Amis’ [16] clus-
ter algorithm, replacing the node id as the decisive factor
in his algorithm by aquality factor. This quality factor
provides the key for the configuration of our distribution
algorithm and demonstrated its impact in an example for
sufficient energy handling[15]. Amis’ cluster algorithm
comes, due to the avoidance of gateway nodes, with the

advantage of independently changing clusterheads, i.e.
one change does not activate a chain of further changes.
Nevertheless, several simulations figured out that the
mobility of the network provokes quite frequent changes
of the cluster heads, which is an infeasible behavior
in the scope of a trust authority. Resent research has
investigated the incorporation of additional mechanism
to control the changes of cluster heads.

III. A CLUSTER BASED ALGORITHM FOR TRUST

AUTHORITY DISTRIBUTION.

Previously [15] we described an algorithm for trust
authority distribution in tactical networks. We developed
a variant of Amis’ [16] cluster algorithm for determining
the cluster heads, which represent the members of the
trust authority. The special feature of our algorithm is
the quality factor that describes the belief of a nodei
about a nodej′s qualification for being a TA node. This
value is used by our modification of the cluster algorithm
to decide about the choice of the TA nodes1. We have
also defined several metrics for the configuration of the
quality factor and illustrated how the consideration of the
battery level helps to keep the nodes on similar battery
levels and thus prevent the early breakdown of nodes.

First simulations have shown the tendency of the clus-
ter algorithm to change the cluster heads quite frequently.
One possibility for the prevention of this behavior pro-
vides the quality factor, which can be configured to
assign a higher quality to TA nodes and thus facilitate
their reelection. However, this would be a misuse of
the quality factor that would decrease its potency for
more sensitive configuration issues such as energy level
and trust values. We have therefore augmented the clus-
ter algorithm itself by mechanism for avoiding abrupt
changes of the cluster heads. These mechanism will be
introduced in the remainder of this section. Our original
cluster algorithm was defined in [15] as follows:

• Each node collects the information broadcast by
neighbors and retains this until it is refreshed or
exceeds its predefined lifetime. Cluster information
with a hopsToGo value greater than1 are pushed
on the stackforwardInfo, whereupon the re-
spectivehopsToGo value is decreased by1.

• In certain (possibly node-specific) time periods each
node determines all quality factors about his known
d-hop neighbors, choosing the node with the highest
quality factor as its cluster head.If the node itself
holds this value, or if another node has chosen him

1For consistency, cluster heads are labeled as TA nodes.



as cluster head, the node will itself be a TA node.
The node then broadcasts the newly determined TA
status, its additional information such as the battery
level andforwardInfo to its neighbors. Every
entry of theforwardInfo stack contains a pa-
rameterhopsToGo, i.e. the number of forwarding
hops, initially set to cluster depth.

The highlighted part of this definition briefly de-
scribes the decision procedure, which provides the an-
chor for a more sophisticated decision strategy. Firstly
we augmented the possible set of trust authority states
TA MEMBER and NO TA MEMBER by TA ASPIRANT
and LEAVING TA. The TA ASPIRANT parameter is
utilized to insert a second step in the process of get-
ting a TA member. According to this, a node firstly
changes its state toTA ASPIRANT if he holds the
highest quality value under its neighboring nodes. After a
certain configurable periodCONSTANT TA INTEREST
as TA aspirant the node will then get a TA mem-
ber if it still holds the highest quality value. The
respective mechanism is utilized with the help of
the parameterCONSTANT NO TA INTEREST for the
state LEAVING TA to avoid a abrupt release of the
TA MEMBER state.

A further and most effective change on the algo-
rithm is the incorporation of a delay mechanism in
the process of changing the TA connection. Accord-
ing to this, a node only connects to a new TA node,
and thus obliges this node to be a TA member, if
the interest in this connection exists for a certain
time periodCONSTANT CONNECTION INTEREST or
if its old TA connection suddenly dropped out. Fur-
thermore, a node is only interested in a new connec-
tion if the quality of the potentially new TA node
exceeds the quality of its current connection by a
threshold amountMINIMUM QUALITY DIF. During the
simulations which are introduced in the following sec-
tion, the parametersCONSTANT TA INTEREST and
CONSTANT CONNECTION INTEREST were set to 3
times the cluster message frequency. The parameter
CONSTANT NO TA INTEREST which is responsible for
decelerating the process of leaving the TA status, ap-
peared to drastically bar the nodes from leaving the TA
and was finally set to0. The value of the parameter
MINIMUM QUALITY DIF was set to 0.1.

The choice of TA connections as utilized by the cluster
algorithm does not necessarily establish real TA connec-
tion in the later security architecture. In the scope of
the cluster algorithm a node can immediately connect to
another node, which may require an interval to establish

its state as a TA member. The TA connections in scope of
the real network need to be chosen under the additional
consideration of the effective ability to provide the TA
service. According to this, our cluster based algorithm
for trust authority distribution provides a sufficient subset
of TA nodes, which can then be used for bootstrapping
the security architecture on top of these nodes, but also
as independent as necessary from any structures from
inside the distribution algorithm.

IV. SIMULATION

The optimization of the algorithm for trust authority
distribution, as elaborated in the former section, is based
on several simulation scenarios. Two of these scenarios,
modeling possible group movements in military task
forces, are introduced in this section. The simulations
were performed with our extension of the network sim-
ulator NS-2[17], including the topography aware radio
propagation model[18] as well as the cluster algorithm
for trust authority distribution. The ray optical prop-
agation model, which is originally developed for the
utilization on single devices, can therefore also be used
as a propagation model from the scope of the network
simulator. During the following simulations it was con-
figured to consider the interruption of transmission by
buildings as well as reflection effects up to a depth of 2.

We used iNSpect[19] for visualization purposes in
which the consideration of new tracefile entries, such as
required for the trust authority information, is comfort-
ably realizable. The first simulation (figure 1) contains
35 nodes approaching an urban area, splitting up in
groups of at least three nodes and re-grouping. The
second scenario (figure 2) a group of 37 nodes traces
a route through hostile area and performs formation
changes accordingly. In both simulations the group is
organized as a platoon in which the common distance
of neighboring nodes is 10m. Movement techniques for
traveling, enemy contact and crossing danger areas of
platoons were motivated by [20]. As nodes in these
simulations are typically represented by infantry on foot,
averages speed of the group was set as 2 m/s, while nodes
are able to increase their speed up to 3.5 m/s to build up
or keep desired formations. We chose transmission power
of the nodes to 5 mW, yielding due to the underlying Two
ray ground model a maximum communication range in
free space of approximately 45m. Ordinary nodes are
represented by grey spots, while the members of the trust
authority are presented by black spots.

Simulation 1 is intended to expose the influence of
abrupt communication breakdowns as well as of the di-
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Fig. 1. Simulation 1: Platoon of soldiers tracing a city area.

vision of the network in several smaller groups. The sim-
ulation area as illustrated in figure 1 measures 600x900m
and the simulation time is 850s. Figure 1a) shows the
imminent devision of the platoon in three squads after
reaching the city area. The nodes have decreased the
distances between each other from typically 10 metres
to 5 metres yielding a more compact network. 110s

later (figure 1b)) the squads trace independent routes in
between the buildings, while several fireteams temporary
leave the squad to occupy further streets. Finally the
squad falls back into formation on leaving the urban area.

Simulation 2 is intendend to expose the influence of
redeploying the platoon while traveling, node failure and
insulate contacts after enemy contact and network devi-
sion into two groups while crossing a danger area. The
simulation area as illustrated in figure 1 measures 700
x 900 metres and the simulation time is 1350 seconds.
Our extension of iNSpect also allows the construction
of pathways, which are illustrated by grey lines in the
background. The platoon of 37 nodes starts traveling
with a speed of 2 m/s and stretches while accelerating up
to 3 m/s (figure 2a)). Due to expected enemy contact, the
platoon splits up short time later, two squads following
the lower path, while the remaining two squads trace the
upper two paths. At second 700 the lower two squads
change their formation due to enemy contact to a line
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Fig. 2. Simulation 2: Platoon of soldiers traveling throughhostile
area.

(figure 2b)). During this procedure which takes 120
seconds, the nodes are moving with an average speed
of 0.1 m/s and their wireless devices are likely to incur
insulate contacts or drop out totally. Thereupon, after
collating to a platoon again, the group divides to cross a
danger area (figure 2c)) and forms up a traveling platoon
again (figure 2d)).

V. A NALYSIS

In section III we have discussed the changes in our
cluster based algorithm for trust authority distribution,
while the former section introduced two simulation sce-
narios that were used to figure out these optimizations. In
this section we will now illustrate the resulting behavior
of our cluster based distribution algorithm regarding to
three aspects:

1) Total number of TA nodes (cluster heads)
2) Number of nodes successfully connected to TA
3) Number of received packets/s

The first aspect describes the number of TA nodes
at every time in the simulation scenarios and shows
the influence of formation changes, interaction of radio
waves with the topography and the transmission power



on the total amount of TA nodes. Since our trust authority
distribution algorithm is intended to perform the basis for
a security architecture in which several secret shares are
distributed among the TA members, the number of TA
nodes is a decisive factor.

The number of nodes that are successfully connected
to the trust authority helps to draw conclusions about
the sufficient information exchange in the network. We
define a node to be successfully connected to the trust
authority if its TA node is indeed a member of the
TA and the physical connection is still existent. The
continuous exchange of cluster packet would yield a
perfectly informed network and thus enable every node
to immediately react to connection breakdowns and
changes in the behavior of neighboring nodes. However,
since transmission is the crucial factor for the energy
consumption in MANETs, we aim to maximize the
interval between cluster messages while keeping the
connectivity to the TA nodes at a sufficient level.

The third aspect illustrates the additional data over-
head caused by the cluster algorithm. Since the amount
of transmitted packets per second in our model can be
simply calculated as ”the number of nodes in the network
divided by the frequency of cluster messages” and ear-
lier measurements on the energy consumption of PDAs
[21] have shown a considerable energy consumption of
40% for receiving (compared to sending) a packet, we
examine the number of received packets as a metric for
the data overhead.

Simulation 1: The first simulation, which models a
platoon of soldiers traversing an urban area, is shown
in figure 1. The figures 3 - 5 show the behavior of
the network regarding to aspect 1) to 3) during the
simulation for different cluster message frequencies of
2, 4 and 8 seconds.
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Fig. 3. Sim 1: Number of nodes connected to TA.

The initialization time as described in section III is set
to 100 seconds. In this time the nodes are configured to
choose their best TA connection node independent from
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Fig. 4. Sim 1: Amount of TA nodes.
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Fig. 5. Sim 1: Total number of received cluster packets/sec.

allready established TA nodes. After the initialization
time, the reelection of TA members is encouraged to
avoid too frequent changes of TA nodes (see section III).
Figure 3 shows that directly after the start only 5 to 10
nodes are successfully connected to a TA node, while
this number increases to more than 30 nodes after 20 to
80 seconds. The duration of this configuration process
is dependent on the frequency of cluster messages. In
the case of a cluster message frequency of 2 seconds
(solid line) this process lasts only 20 seconds, while it
takes 80 seconds in the case of a cluster frequency of
8 seconds (dotted line). According to this, the cluster
algorithm needs approximately 10 rounds of cluster
message exchanges to shape a sufficient set of TA nodes.
In future work we will take advantage of this behavior
and accelerate the initialization process by exchanging
the first 10 cluster round messages in a short time period
and fix this time as the initialization period.

After approximately 380 seconds (figure 1a)) the
nodes start to split up between the buildings. The effect
on the connectivity of the network and the TA can
be seen in figure 3 and 5. The number of received
packets increases until second 380, since the platoon
needs to choose a closer formation to move in between
the buildings. Thereupon this number decreases abruptly
due to communication breakdowns. As an impact on the



connectivity to the TA in case of a 8 second cluster
frequency (dotted line), up to 9 of the 35 nodes shortly
loose their connection to the TA. In case of a cluster
frequency of 2 (solid line) or 4 (dashed line) seconds
the algorithm reacts quicker and only 5 nodes lose their
connection to the TA.

A further crucial observation are the fluctuations in
figure 3 between second 400 and 700 especially for a
cluster frequency of 2 seconds (solid line). This behavior
occurs, when the nodes from different small groups get
a temporary connection between house walls, as can be
identified in figure 1b). This problem does not occur
for a cluster frequency of 8 seconds (dotted line) since
the nodes of different small groups will not receive
enough cluster messages to choose the new node from
another group as TA node. In order to avoid this be-
havior, future work will investigate the increasing of the
period CONSTANT CONNECTION INTEREST (section
III) that a node needs to wait before effectively connect-
ing to a new node.

Despite the fact that the number of received packets
increases after the collation of the group (figure 1c), this
event has no notable effect on the TA or the connectivity
of the network. As a further important result of the
figures 3 through 5 the cluster algorithm shows a very
similar behavior for the different cluster message fre-
quencies of 2, 4 and 8 seconds. In view of bootstrapping
a security architecture on top of the TA, the consequence
of this observation is that even in a network with
numerous abrupt communication breakdowns, a cluster
frequency of 8 or even more seconds is still sufficient.

Simulation 2: The second simulation models dif-
ferent movements techniques of a platoon of soldiers in
a hostile area (figure 2). The figures 6 through 8 show
the behavior of the network regarding to aspect 1) to 3)
during the simulation for different cluster message fre-
quencies of 4, 8 and 16 seconds. Additional simulations
based on a message frequency of 8 seconds illustrating
the influence of node failure, loose contacts of the
wireless devices and different amounts of transmission
power are shown in figure 9 through 11.

The behavior during the initialization time of 100
seconds is similar to simulation 1, where approximately
10 rounds of cluster message exchange are required to
first shape a sufficient set of TA nodes (figure 6). There-
upon the number of received packets decreases due to
the formation stretching of the traveling platoon during
second 150 and 320 (figure 2a)). The partition in three
squads which move in a compact formation till second
600 increases the number of received packets, while the
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Fig. 6. Sim 2: Number of nodes connected to TA.
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Fig. 7. Sim 2: Amount of TA nodes.

following formation change to a stretched line (figure
2b)) abruptly decreases this number. Nevertheless, these
changes in the connectivity of the network have allmost
no changes to the connectivity of the TA (figure 6) and
the number of TA nodes (figure 7).

The only two noticeable events in the rest of the simu-
lation that come with a short decrease of the connectivity
to the TA are the resumption of speed after the file
formation in figure 2b) and the division of the network
in second 1070 (figure 2c)) while crossing the danger
area. Recapitulating, the algorithm for the distribution
of the TA works smoothly and does not show any weak
points in this simulation scenario. For further refinement
of the algorithm we have examined the influence of
node failures, loose contacts and different amounts of
transmission power as illustrated in the figures 9 through
11. The wireless devices of the nodes in the first of these
scenarios begin to drop out during the enemy contact
from second 700 to 800 (figure 2b)). A failure of 20 of
the 37 nodes (dashed line in figure 9) exhibits almost
no differences to a network without node failures (solid
line). The first apparent influence can be observed in case
of 25 failing nodes as illustrated by the dotted line.

We performed the same simulation scenario as il-
lustrated in figure 9 a second time, while the wireless
devices in this simulation only suffered from a loose
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Fig. 8. Sim 2: Total number of received cluster packets/sec.
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Fig. 9. Sim 2: Influence of the breakdown of several nodes on the
number of nodes connected to TA. Cluster frequency: 8 sec.

contact instead of failing totally. Loose contacts were
simulated by a random failure in sending and receiving
packets of 50% and the effected nodes were the same
at the same time as in the former simulation. Even a
number of 25 failing nodes have only minor impact on
the connectivity to the TA, while a loose contact of 20
devices has no visible negative effect.

Finally we also ran the simulation 2 under different
transmission strengths of 1mW, 5mW and 15mW yield-
ing a communication range in free space of approxi-
mately 30, 45 and 60 metres, respectively. Our algorithm
appeared to be sensitive to the stretching of the formation
in case of a communication range of 60 metres (figure 11
solid line). During traveling in the period of 150 to 320
seconds, as well as after the division of the network after
600 seconds, the increasing distances between the nodes
disconnect up to 15 nodes from the TA. This behavior
occurs since a higher communication range enables the
nodes to connect to far away TA members, that remove
out of the connected nodes range at the mentioned
events. In future work we will therefore configure the
quality value of the cluster algorithm to encourage the
choice of nearby nodes, i.e. set the loading of the signal
strength metric as defined in [15] to a suitable value.
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Fig. 10. Sim 2: Influence of loose contacts of several nodes onthe
number of nodes connected to TA. Cluster frequency: 8 sec.
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Fig. 11. Sim 2: Influence of different amounts of transmitionpower
on the number of nodes connected to TA. Cluster frequency: 8 sec.

VI. CONCLUSION

In this paper we have extended and evaluated our
cluster based algorithm for trust authority distribution in
tactical mobile ad hoc networks. We put the main focus
on a configuration yielding a suitably connected net-
work, while producing as few as possible communication
overhead. The two crucial points for the communication
overhead are the number of changes of TA nodes and the
frequency of the cluster algorithm messages. The issue
of avoiding too frequent changes of TA members was
addressed by our extension of the cluster algorithm in
section III and the behavior of the algorithm for different
cluster message frequencies was examined in section V.
In order to evaluate our algorithm in realistic environ-
ments we prepared two simulation scenarios in which
35 and 37 nodes were moving in a platoon, splitting up
between buildings and stretching the formation during
faster marching, while single nodes suffered from broken
or insulate wireless devices. The results of these simu-
lations show, that the cluster message frequency in such
scenarios can be chosen to 16 seconds or even longer and
that the period between changes of TA members could
be increased to 30 to 60 seconds (for cluster message
frequency of 8 seconds) despite numerous formation
changes during the simulations.



Future work will investigate a comfortably usuable
group mobility model as well as a dynamic change of
cluster frequency, e.g. more frequent cluster messages
during the initialization or formation changes. In order to
realize such a dynamic behavior, the TA overlay network
will not only operate as a security architecture but also
as a control unit for the underlying cluster algorithm.
This control unit could for example prepare the network
for an imminent devision by initiating an increase of
the number of TA members and thus creating two or
more operative TA overlays, one on every partition of
the network. The results about the frequency of changes
of the TA members and the connectivity to the TA pre-
pare the basic parameters for bootstrapping this security
architecture and control unit. Our research on a security
architecture based on(k, n)-threshold cryptography will
include traditional public key infrastructures as well as
identity based public key cryptography, and evaluate
methods for distributed computation.
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