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a b s t r a c t

Determining interdependencies and cascading failure modes in critical infrastructures is

a complex problem that is exacerbated further by the diverging characteristics of the inter-

connected infrastructure types. Services in some types of infrastructure such as telecom-

munications or the electric grid are provided and consumed instantly. Others, notably oil

and gas but also other infrastructures built on physical resources, however, exhibit buffer-

ing characteristics. In this paper we describe a model for the abstract representation of

both types of infrastructure networks and their interdependencies. The model is then val-

idated and demonstrated using characteristic topologies and interconnections.

ª 2007 Elsevier Ltd. All rights reserved.
1. Introduction

Critical infrastructures, including primarily the energy, finan-

cial services, health care, public services, and transportation

sectors (Marsh, 1997; Brömmelhörster et al., 2004), are inter-

connected and interdependent on multiple levels. This leads

to a number of questions which must be answered satisfacto-

rily to protect the well-being of the population, functioning of

government, and economic capabilities. Questions may in-

clude what cascading effects a regional failure of one critical

infrastructure (such as the recent November 2006 failure of

the electric power grid throughout much of continental

Europe (E.ON Netz GmbH, 2006) and earlier failures in this in-

frastructure such as the August 2003 power outages in the

northeastern U.S. and Canada (Hilt, 2004)) may have on other

infrastructure components, or to elaborate how adding small

and hence cost-effective amounts of redundancy can signifi-

cantly enhance the overall robustness of this interconnected

network of infrastructure services.

Based on a scalable multigraph-based model we have de-

scribed earlier (Svendsen and Wolthusen, 2007), in this paper
we are describing a model capable of not only representing the

types of instantaneous interactions between infrastructure

components as may arise in networks such as the electric

power grid and in the telecommunications sector but can

now also cope with so-called buffered resources, wherein res-

ervoirs of resources may be retained and thereby allow the

provision of services even if the required resources for their

composition or manufacture have become (e.g. temporarily)

unavailable.

While the buffered characteristic is exhibited by a number

of fungible resources (including food supplies or fuels such as

coal), we are concentrating on the special case of fluid or gas-

eous resources transported over pressurized pipeline net-

works since other types of fungible resources can obviously

be trivially reduced to this case. The model, however, retains

its overall simplicity and focuses on efficient computability

over large-scale networks and is therefore not aiming for ac-

curate representation of all relevant physical effects. While

elaborate models, also incorporating physical characteristics

and effects and with predictive capabilities exist for many of

the individual critical infrastructure services such as for
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electrical power grids at national and transnational levels, it is

clearly desirable to also investigate larger-scale interactions

among multiple infrastructure sectors.

Moreover, from the perspective of critical infrastructure

protection it is not of primary interest to retain maximum ef-

ficiency and effectiveness for each individual infrastructure

element or sector. Instead, the primary focus is on the provi-

sion of adequate levels of service particularly if those services

are being degraded, e.g. as a result of a large-scale natural di-

saster or coordinated acts of terrorism. Issues to be explored

in a model such as the one presented in this paper therefore

include questions of the prioritization of services (e.g. to

maintain communication and power supplies for first re-

sponders and medical services) and the required interval in

which some infrastructure services (e.g. gas pipelines and

electric grid) must be restored or alternative services estab-

lished before cascading effects (widespread power outages

owing to grid partitioning and inability to provide fuel to

a gas-fired power plant in the example above) become unac-

ceptable. The models required for this type of exploratory

research must provide both acceptable computational com-

plexity and at the same time yield adequate levels of detail

and accuracy in their unavoidable simplification. Even though

sector-specific models can and do provide much greater levels

of accuracy than simple connectivity-based mechanisms for

determining dependencies both are valuable tools, it is only

a combination of both approaches that can provide a quantita-

tive and qualitative overview of infrastructure interdepen-

dencies and ways to address them and which can then be

used to refine further investigations.

We therefore provide a refinement of the unbuffered

model first described in Svendsen and Wolthusen (2007) by

adding buffered resource models into the model, first review-

ing the overall model for this purpose in Section 2. We subse-

quently describe a number of complex interdependencies,

including transitive and cyclical interdependencies among

heterogeneous infrastructure types along with examples of

possible disruptions (or attacks) on such networks in Section

3. Analogously, Section 4 discusses infrastructure interdepen-

dencies arising when incorporating buffered resource types as

exemplified in the case of natural gas pipelines. The results of

the preceding model instances are then discussed in Section 5,

while Section 6 briefly reviews related work before our conclu-

sions and notes on ongoing research in Section 7.

2. Model overview

Interactions among infrastructure components and infra-

structure users are modeled in the form of directed multi-

graphs, which can be further augmented by response

functions defining interactions between components. In the

model, the vertices V ¼ v1;.;vkgf are interpreted as pro-

ducers and consumers of m different types of services. A sin-

gle node can act both as a producer and a consumer at the

same time. If a node is not able to generate a needed type,

the node is said to be dependent on some other node deliver-

ing this service. Such a dependency is named dependency

type dj, and is chosen from the set D ¼ d1;.;dmgf (Fig. 1).
Dependency types are classified into storable and non-

storable or ephemeral types. It is assumed that all nodes va

have a buffer of volume Vj
a (indicating a scalar resource; this

may represent both physical and logical resources and, more-

over, may be subject to further constraints such as integral

values) for all dependency types dj, and we define NMax(va, dj)

to be the capacity of the storage in terms of amount of re-

source dj. In the case that dj is a non-storable dependency

type, we have V j
a ¼ 0 for all nodes va, and it follows that

NMax(va, dj)¼ 0. If dj is storable but incompressible (as may be

for most physical resources) we have that NMaxðva;djÞ ¼ rVa,

where r is the density of the resource. Finally in the case

of storable and compressible dependency types we find

NMaxðva;djÞ ¼ PMaxðva; djÞVa, where PMax(va, dj) is the maximum

pressure supported in the storage of resource dj in the node va.

Further refinements such as multiple storage stages (e.g.

requiring staging of resources from long-term storage to oper-

ational status) and logistical aspects are not covered at the

abstraction level of the model described here.

Pairwise dependencies between nodes are represented

with directed edges, where the head node is dependent on

the tail node. The edges of a given infrastructure are defined

by a subset E of E ¼ e1
1; e

1
2;.; e1

n1
; e2

1;.; em
nm

;g
n

where n1,.,nm,

respectively, are the numbers of dependencies of type

d1,.,dm and ej
i is the edge number i of dependency type j in

the network. A given dependency between two nodes va and

vb, is uniquely determined by ej
iðva; vbÞ.

In addition to the type, two predicates CMaxðej
iðva;vbÞÞ˛N0

and CMinðe
j
iðva;vbÞÞ˛N0 are defined for each edge. These values,

respectively, represent the maximum capacity of the edge

ej
iðva;vbÞ and the lower threshold for flow through the edge.

Hence, two k�m matrices CMax and CMin are sufficient to sum-

marize this information.

Let rj
aðtÞ be the amount of a resource of dependency type j

produced in node va at time t. We define DðtÞ to be a k�m ma-

trix over Z describing the amount of resources of dependency

type j available at the node va at time t. It follows that the ini-

tial state of D is given by

Dajð0Þ ¼ rj
að0Þ: (1)
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Fig. 1 – The parameters that define the functionality of

a node, and its outputs.
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For every edge in E a response function Rj
iðva; vbÞ:

Daj � V j
a �Nj

a �NMaxðva; jÞ � CMax � CMin/N0 (2)

that determines the i-th flow of type j between the nodes va

and vb is defined (see Sections 3 and 4 for some simple exam-

ples of response functions). The function Rj
iðva;vbÞ w.l.o.g. is

defined as a linear function, and may contain some prioritiz-

ing scheme over i and vb. By constraining the response func-

tion to a linear function and discrete values for both time

steps and resources, linear programming approaches can be

employed for optimization of the relevant parameters; inte-

rior point methods for this type of problem such as given in

Karmarkar (1984) and Schrijver (2003) can achieve computa-

tional complexity on the order of O(n3.5), making the analysis

of large graphs feasible.

Given the responses at time t, the amount of resource j

available in any node va at time tþ 1 is given by

Dajðtþ 1Þ ¼ rj
aðtÞ þNj

aðtÞ þ
X

i;sjej
i

�
vs ;va

�
˛E

Rj
iðvs;va; tÞ: (3)

A node va is said to be functional at time t if it receives or gen-

erates the resources needed to satisfy its internal needs, that

is DajðtÞ > 0 for all dependency types j which are such that

ej
iðvb;vaÞ˛E, where b ˛ {1,.,a� 1, aþ 1,.k}. If this is the case

for only some of the dependency types the node is said to be

partially functional. Finally, if no requirements of the node

are satisfied, it is said to be dysfunctional.

As seen from Eq. (3) a single step model with one state

memory has been chosen. This is a natural choice, as we are

currently not concerned with long-term feedback, although

the model naturally extends to longer-term state retention.

The presented model can be used to represent any topology

given a set of infrastructures and their interconnections. The

model cannot achieve the level of accuracy found, e.g. in ded-

icated network simulators as described in Section 6; however,

it has the advantage of being able to estimate the conse-

quences of cascading failures through large-scale intercon-

nected infrastructures.

The implemented model is primarily intended to assist

in the manual and particularly algorithmic investigation of

how high-level network effects (functionality of nodes)

and interrelations (connectivity of nodes) in interconnected

infrastructures react to different attack scenarios as well as

criteria and mechanisms for enhancing the robustness of

the resulting interdependency multigraphs. This provides

a natural progression from the initial studies of large com-

plex networks which concentrated on evaluating the ro-

bustness of attacks towards the infrastructure based on

static failures (Cohen et al., 2000; Callaway et al., 2000),

i.e. removing a certain percentage of the nodes in the net-

work and estimating how the performance or connectivity

of network is affected by the induced failure. In depen-

dency networks, as in the case of electric power distribu-

tion networks and the telephony transport network used

in subsequent (purely illustrative) examples, the breakdown

or partial degradation of a node may cause cascading fail-

ures and have other time-dependent dynamic effects

through the network detectable only through a dynamic ap-

proach to the networks, which the present model aims to

integrate.
3. Interdependencies between
infrastructures with no buffering

As a first example of the mechanisms provided by the model,

the mutual influence of interconnected infrastructures

depending on non-storable resources shall be considered.

This analysis must be based on several abstractions and rep-

resents an approximation to actual network topologies for

the purposes of this example. The selection of networks

used in the following example was based on public availability

of topology information for several network instances, the

role of the network in the society, as well as a direct and obvi-

ous interdependency.

These criteria have led to the selection of the electric power

distribution grid and the telephony transport layer, along with

an additional key rationale. These two infrastructures are key

components in modern industrial societies at both direct and

indirect levels (the latter is not considered in this example); for

instance, the BAS study (Hæsken et al., 1997), carried out by

the Norwegian Defense Research Establishment in 1997,

established core aspects of the criticality of the electric power

grid and telecommunication networks in the Norwegian soci-

ety. These networks are thus natural subjects of analysis and

have been the subject of separate investigations (see Section 6).

In addition the networks are interesting candidates for model

verification because of a fundamental difference in how ser-

vice deliveries flow through the networks.

3.1. Non-storable resources

In networks with edges representing a non-storable resource

dj, outbound edges are immediately impacted by inbound

edges. Using the model described in Section 2, we have that

V j
a ¼ NMaxðva; djÞ ¼ 0. The response function is thus a function

Rj
iðva; vbÞ:

Daj � V j
a � CMax � CMin/N0; (4)

and given the available resources and constraints in a node va

at time t the available resources at time tþ 1 are given by

Dajðtþ 1Þ ¼ rj
aðtÞ þ

X
i;sjej

i

�
vs ;va

�
˛E

Rj
iðvs;va; tÞ: (5)

The function Rj
iðva; vbÞ depends on the mechanism governing

flows and conservation laws in the different networks.

3.2. Electric grid network

In the power distribution network the generated power origi-

nates from a small number of power plants or generators. A

transportation network, which may well interconnect several

power plants, delivers the power to a large number of trans-

formers, which serve the low voltage distribution network,

potentially through several intermediate sub-distribution net-

works. As a consequence the resulting graph is a directed net-

work where multiple edges of different orientations between

two nodes are rare occurrences.

Recently, extensive studies of the power distribution grid

have been published in the open literature. One of the early

analysis was of the Western States Power Grid in the U.S.
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carried out by Watts and Strogatz in 1998. The degree distribu-

tion of the network was found to be exponential-like, but the

clustering coefficients identified were too large for the net-

work to be a classical random graph. The observed network

consisted of approximately 3500 nodes, a number which

might be too small for being conclusive regarding the catego-

rization of the network (Dorogovtsev and Mendes, 2003). For

the purposes of the present study, however, an exact repre-

sentation of the power distribution is not necessary as we

are primarily interested in topological characteristics. To

this end, a network topology generator was implemented

based on the following assumptions:

(i) The number of source nodes is small compared to the

number of transport and sink nodes in the network.

(ii) Power generating nodes are not directly interconnected.

(iii) The network is constructed in order to cover a topological

area as efficiently as possible.

(iv) Some redundant links are forced on the network in

order to interconnect distribution networks and create

redundancy.

Based on this, a tree-like model for the power distribution

network provides an acceptable first-order approximation, al-

though pure binary or k-trees are too regular to represent the

topology. The basic Barabási-Albert (BA) model (Albert and

Barabási, 2002) with some modifications provides a tree-like

structure together with the level of irregularity found in real

networks. The original BA model is initiated with a connected

graph. In the power distribution network case, the source

nodes are not directly interconnected. This is solved by simply

providing the originating nodes with an initial degree kInit� 1

which does not represent any real edges, just the centrality of

the node in the network.

Given that one node is added at each time step in the BA-

model, as many disconnected trees as there are initial nodes

in the network will be generated. In order to connect lower

level nodes with each other a sparse random graph is placed

on the top of the scale free networks. Given that this is

a very sparse network it will not affect the statistical proper-

ties of the network, but has a major influence on the connec-

tivity of the network and may also generate feedback loops.

The following simplified procedure is used to generate the

power distribution network topology:

(i) Growth: At every time step a new node is added to the net-

work. This node defines the head of an edge connecting it

to an already existing node.

(ii) Preferential attachment: The tail of the edge is selected

among the existing nodes with probability proportional

to the degree of the node.

(iii) Redundant connection: After the final time step a sparse ran-

dom graph is placed on the top of the network.

As the network grows large, the influence of the sparse ran-

dom graph will be small, and the probability of a node having k

edges will follow a power law with exponent g¼ 3 (Dorogovt-

sev and Mendes, 2003).

Finally the response function for each edge is defined. In

the case of quantitative analysis of service delivery this
function should be an implementation of Kirchhoff’s first

rule, ensuring that all the flow into a node together with the

flow generated by a node equals the output and the consump-

tion of the node for the given resource type. In order to explore

the presented model, however, such a detailed approach is

not necessary, as the model instance under discussion fo-

cuses primarily on the functionality of the node. The principal

issue in this case is that the electricity is consumed as it prop-

agates through the networks and cannot, e.g. be stored in sub-

graph cycles. Thus the response function as described here

only illustrates an abstract resource which is being consumed

as it flows through the network. Introducing a threshold func-

tion

Tðx; cÞ ¼ dðx� cÞx; (6)

where

dðxÞ ¼
�

0; x < 0
1; x � 0:

(7)

the implemented response function is of the form

Riðva;vb; tÞ ¼ T

�
1
2
DaðtÞ;CMinðeiðva;vbÞÞ

�
; (8)

whereDa is the current available in the node a at time t. Eq. (8)

indicates that two units of input current to the node are re-

quired to produce one unit of output current along an outgo-

ing edge. As there is only one dependency in the network,

the dependency type is not specified. Moreover, for the pur-

poses of this example we also assume that there exists only

one power dependency between two nodes and no prioritiza-

tion scheme is defined over the outgoing edges.

A node in the power distribution network is defined to be

functional if it has incoming current or generates current in-

ternally. The given response function can provide information

on whether a node is functional or not, but does not provide

any physical representation of the level of functionality of

a given node in the network, which provides a sufficient level

of details for the purposes of the present study.

3.3. Telephony transport layer

Traditionally the telecommunication layer has been a hierar-

chical network, as described, e.g. in Freeman (1999). Although

there has been a decided trend away from this owing to prog-

ress in transmission and switching technology particularly

since the early 1990s, we chose to use this model since it is

representative of much of the currently deployed telecommu-

nication infrastructure. The telecommunication transport

layer could be described as an onion structure with a very

low diameter. The signal always starts from the outer layer,

then depending on the range of the connection, it goes

through the core of the network before returning to a local

switch in the outer layer of the network. As the flow through

these edges is bidirectional, all connected nodes will be con-

nected by an edge in each direction.

Compared to the electric grid, the telephony transport

layer has received much less attention in the scientific com-

munity modeling critical infrastructures. Whereas the Inter-

net and autonomous system networks have been modeled

extensively (Pastor-Satorras and Vespignani, 2004), modeling
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the telephony transport layers’ functionality and design has

been left to operators for the most part, reducing the availabil-

ity of open literature. As mentioned in the introduction to this

section, we assume a telephony transport layer having a tradi-

tional hierarchical network structure. This is a network which

is optimized locally for full connectivity, and globally to re-

duce the number of switches included in an average connec-

tion circuit.1 In order to be functional a switch needs to be

connected to other switches and to power supply, which is

the focus of the following analysis.

The network is modeled as a number of disconnected trees

which are connected to a fully connected transportation net-

work through their root nodes. The simplified response func-

tion of the telephony network depends on whether the node

has power as input or not. If there is no power available, cir-

cuit switching cannot take place and no communication is

possible. In the example model discussed here, the response

function for edges in the telephony transport layer is thus

a threshold function given by

Riðva;vb; tÞ ¼ dðDaðtÞ � CMinðeiðva; vbÞÞÞ; (9)

whereDa is the current available in the node a at time t and d is

as defined in Eq. (7). It follows from the definition of Eq. (2) that

a directed edge between the nodes va and vb, is defined if there

is power available in node va. Again, no redundant links are

defined between two nodes and no prioritization scheme is

defined over the edges.

As mentioned earlier, each connection in the telephony

transport layer is bidirectional, as one way voice communi-

cations are typically of limited interest. The functionality

of a node thus depends on if the node itself and the node

it is connected to has an effective power supply. Only in

this case can the switch deliver the two way service it is

meant to.

3.4. Attack scenario

The studies of complex networks frequently conclude that

many man-made and natural networks possess scale free

characteristics, and thus are exposed to the well-known

Achilles heel of robustness against random breakdown while

at the same time being vulnerable to targeted attacks (Albert

et al., 2000). There is obviously a plethora of scenarios that

may cause the failure of a set of nodes in some infrastructure.

Causes may be intentionally or unintentionally created by

humans or they may be the consequence of some changes

in the environment of the network, e.g. flooding and temper-

ature changes, or be induced by technical errors leading to

failures. Analyzing the presented network models we have

the following three attack scenarios in mind:

(i) Single node removal: This can be the consequence of a tar-

geted terrorist attack or single technical failure.

(ii) Removal of small connected component: Representing

non-localized failures such as flooding or other natural

disasters.

1 This is primarily a vestige of analog switching system limita-
tions required to consider attenuation and noise levels but is still
underlying the existing network topology.
(iii) Removal of disconnected components: This could, e.g. be

the result of a coordinated terrorist attack.

In order to visually illustrate the properties of the pre-

sented model, artificially small topologies were generated.

A power distribution topology based on two power sources

and 28 power distribution nodes were connected to a tele-

phony transport network with three core switches and a total

of 21 switches. The switches were connected to randomly se-

lected lower level power distribution nodes (meaning that no

power generating nodes were connected directly to the tele-

phony transport layer). None of the nodes of the telephony

transport layer were assumed to have an independent power

supply. Moreover, some of the power distribution nodes were

connected to the telephony transport layer.

For all the presented scenarios two attacks are considered.

Random node removal follows the procedure

(i) Remove a node from the network.

(ii) Run the response function until the number of functional

nodes in the network stabilizes.

(iii) Count the number of functional nodes in the network.

(iv) Reinsert the node.

The procedure is repeated for all nodes in the network.

Pairwise removal of nodes follows the same procedures, but

in this case two nodes are removed from the graph at the

time. Results of the attacks are presented as fraction of func-

tional remaining nodes after the removal of one or two nodes

from the network. The visualization of the results can be done

with histograms as in Fig. 2, where we see the fraction of func-

tional power nodes in the case of one (Fig. 2(a)) and two

(Fig. 2(b)) node removal.

The presented results are deduced from one topology gen-

erated as described in Section 5. A single topology is not suffi-

cient to draw any general conclusions on the properties of the

proposed topologies, but illustrates the ability and flexibility of

the presented model.

3.5. Multi-domain one-way dependencies

The dependency between the power distribution network and

the telephony transport layer is first assumed to be one way as

a simplification. This implies that the modeled power distri-

bution network can be fully functional even if no switches in

the telephony transport layer are functional. Conversely the

flow along an edge in the telecommunication network will

halt if either the head node or tail node loses its power supply.

The connection of the telephony transport layer to the power

grid is randomized in the present model (i.e. does not take into

account geospatial proximity or other factors that would oth-

erwise result in functional clustering). However, for the pur-

poses of the present analysis, this is considered adequate.

The nodes of the telephony transportation layer now have

two inputs, current and information, and give output in form

of information. At every time step the response functions for

power distribution and telephony transportation edges can

be computed over their respective domains given the network

state in the previous time step. From this the functionality of

the telephony transport layer follows directly.
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Fig. 3 shows the fraction of fully functional telecommuni-

cation nodes as one or two nodes are being removed from

the power distribution network. The histograms clearly illus-

trate the error propagation from the power distribution net-

work to the telephony transport layer. In particular, we note

the peaks observed as one of the two power generating nodes

are being removed in Fig. 3(a), and the obvious observation

that there is no functional switch when both power generat-

ing nodes are removed in Fig. 3(b).

3.6. Multi-domain two way dependencies

The dependency between the power distribution network and

the telephony transport layer is now assumed to be bidirec-

tional. Flow along an edge in the telecommunication network

will halt if either the head or tail node loses its power supply.

In the power distribution network, some of the nodes are de-

pendent on the functionality of the telephony transport layer.

This can, e.g. be remote switches. The interconnection of the

telephony transport layer and the power grid is randomized in

the present model (i.e. does not take into account geospatial

proximity or other factors that would otherwise result in func-

tional clustering). However, for the purposes of the present

analysis, this is considered adequate.
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Fig. 2 – The consequences of one and two node removals

from a scale free network with added redundancy. (a)

Remaining fraction of functional power nodes after

random removal of one power node (51 runs of the

algorithm). (b) Remaining fraction of functional power

nodes after random removal of two power nodes (1275

runs of the algorithm).
The nodes of the telephony transportation layer, and some

of the nodes in the power distribution network now have two

inputs, current and information, and give output, respectively,

in the form of information and current. At every time step the

response functions for power distribution and telephony

transportation edges can be computed over their respective

domains given the network state in the previous time step.

From this the functionality of the networks follows directly.

The cascading effects of two way cyclic dependencies be-

tween infrastructures are illustrated in Fig. 4. Fig. 4(a) illus-

trates the consequence of removal of one particular node

from the electricity grid when there is no cyclic dependency.

The level of functionality of the electric grid and telephony

transport layer drops, respectively, to 0.8 and 0.6. Fig. 4(a)

shows the consequences of removing the same node, but

now with a couple of two way cyclic dependencies introduced.

In this case we see a dramatic drop of functionality to 0.4 and

0.05, respectively, for the electric grid and the telephony trans-

port layer.

Fig. 5 shows the effect of the removal of any pair of power

distribution nodes on the considered networks. A comparison

with Figs. 2(b) and 3(b) clearly show the increased vulnerability

of the system introduced by the two way cyclic dependencies.
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Fig. 3 – The consequences of one and two node removals in

the power distribution network on telephony transport

layer. (a) Remaining fraction of functional

telecommunication nodes after random removal of one

power node (51 runs of the algorithm). (b) Remaining

fraction of functional telecommunication nodes after

random removal of two power nodes (1275 runs of the

algorithm).
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Multi-domain two way dependencies can create several

challenges for infrastructure managers. A particular problem

is the initial startup of the networks and may for example

not be done without the use of additional measures such as

backup power and other ancillary requirements (which, how-

ever, is part of the core contingency cases for such infrastruc-

ture components that are validated regularly). To visualize

this two of the power distribution nodes of the networks of

Section 3.5 are made dependent on two of the telecommuni-

cation switches.

4. Buffered infrastructure interdependencies

In numerous infrastructures the service delivery resource can

be stored and accumulated in the nodes over time. This sec-

tion proposes two extensions of our graph model, allowing

simulations involving the depletion of both compressible

and incompressible buffered resources. The section elabo-

rates on a simplified model of a gas pipeline infrastructure

as example of a buffered resource with the additional com-

plexity of compressibility.
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Fig. 4 – The level of functionality of the electric grid

network (continuous line) and telephony transport layer

(dashed line) as a particular node (not source node) is

removed from the electric grid network. The node is

removed in iteration 1 and reinserted in iteration 20. (a) No

cyclic dependency between the electric grid and the

telephony transport layer. (b) Two cyclic dependencies

between the electric grid and the telephony transport layer.
In networks with edges representing service delivery of

a storable resource dj, outbound edges are not immediately

impacted by inbound edges. The amount of resource buffered

in the node may increase in periods with an excess of input

and may well decrease during periods while the amount of in-

coming resources are low or cut off completely. This ensures

the operation of the node over a certain time in case of no in-

put but may also well be the source of fluctuations in the sys-

tem. Assuming that a node represents some facility capable of

receiving, storing, and distributing a resource, the response

function and the amount of resource dj available in any node

are given by Eqs. (3) and (2).

4.1. Gas pipelines

Pipelines are used for efficient and effective transportation of

fluids over long distances from producing regions to consum-

ing regions. Fluids frequently transported in pipelines are

crude oil and natural gas, however, there are a variety of oil

and gas products that can be transported in this way. There

is nothing preventing liquid and gas phases from existing in

the same pipeline, so called multiphase pipelines. Overviews
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Fig. 5 – The consequences of two node removals in the

power distribution network on the power distribution

network and telephony transport layer with two multi-

domain two way dependencies. All unordered pairs of

power nodes has been removed over 1275 runs of the

algorithm. (a) Remaining fraction of functional power

nodes. (b) Remaining fraction of functional

telecommunication nodes.
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of pipeline components and operating regimes can be found in

several places, our description is based on the one given in

Aalto (2005).

Natural gas pipeline systems transport natural gas from

sources to users (sinks) through a system of interconnected

pipeline segments. The difference in pressure at different

points of the pipeline is the force driving the gas through the

pipes. This difference in pressure is introduced by compres-

sors at regular intervals along the pipeline. Besides the com-

pressors, a pipeline also consists of metering stations, valves

(discrete or continuous) and gas storages. All these compo-

nents depend on power supply and in some cases also on tele-

communication infrastructure enabling distant monitoring

and control. In many cases electric power is provided from

turbines driven with fuel from the pipeline, however, external

power supply is increasingly common (Aalto, 2005).

A gas pipeline can be divided into three main parts: the

gathering system, the transportation system, and finally the

distribution system. The gathering system consists of low

pressure, low diameter pipelines that transport raw natural

gas from the wellhead to the processing plant. Transmission

pipelines move gas in large quantities over long distances

with few or no major supplies or off-takes between the end

points of the pipeline. Distribution systems have a large num-

ber of off-takes and may be significantly branched. Evidently

there are sliding boundaries between the different systems.

In order to introduce or remove gas from a transmission pipe-

line special infrastructure such as pressure reduction stations

and blending stations are required. These are omitted from

our model.

Section 6 gives an overview of modeling efforts related to

buffered resources, and in particular gas pipeline modeling.

As our model is to be interconnected to other complex infra-

structures we choose an approximation to the network model.

The model does not aim to describe realistic behavior of fluids

in pipelines, but to illustrate an approximation of the buffered

behaviors in the pipeline and the interdependencies the

mechanisms of the pipeline has with other infrastructures,

e.g. power distribution and telecommunication networks.

We start by defining a network of interconnected pipes, the

pipeline. The pipeline is divided into pipeline segments. As

shown in Fig. 6, a pipeline segment is the piece of pipeline

between two branchings. A branching can be a supply or an

off-take, and is represented with an edge in our model. For

simplicity, our sample networks are constructed without

loss of generality such that compressors, metering stations,

and valves only are present in branchings. Additional gas stor-

ages are also represented as pipe segments. We choose to

model the gathering system as a number of in-branchings

(Bang-Jensen and Gutin, 2006). The root nodes represent the

network’s transportation system. Meters, valves and com-

pressor stations can be inserted as several nodes in line with

the root node. The distribution network is, from the root

nodes, viewed as out-branchings (Bang-Jensen and Gutin,

2006). In reality these spanning oriented trees are intercon-

nected for redundancy purposes. The simplified case of one

root node in the transportation network is shown in Fig. 6.

Every pipe segment Pa is represented as a node va. In accor-

dance with the general model presented in Section 2, each

node has a buffer of volume Va, and a pressure limitation
PMax(v,a). The relation between pressure and volume for

gases is given by the ideal gas law PV¼ nRT, where n is the

number of moles, R is the universal gas constant, and T is

the temperature (Zumdal, 1998). As an approximation we as-

sume that the temperature remains constant in the pipeline,

and normalizing the relations such that RT¼ 1, we get the

relationship

PV ¼ N; (10)

where N is the amount of some arbitrary unit of gas.

Methods for calculating flows and losses in complicated

pipe networks have much in common with methods for ana-

lyzing electrical networks, and the following rules are the

basis for any calculation procedure (Gerhart et al., 1992):

– The net flow into any junction must equal the net flow out of

the junction.

– The sum of head (or pressure) increases and losses around

any loop must be zero.

– All losses must satisfy the pipe friction equations or the local

loss equations. All pumps must operate at a point on their

pump curve.

Our model follows these rules to satisfy the conservation

laws.

The difference in pressure between different segments is

the force driving gas from one node to another, and is there-

fore the input to our response function in the model. The ve-

locity of the flow, or response, depends on several parameters,

among others the length of the pipe segment, the diameter of

the pipe, and the friction between the pipe and the gas. This

means that the velocity of the gas will reach an upper bound,

and may enter a regime of turbulence which again can cause

a drop in velocity. Given the pressure Pa and Pb of two con-

nected nodes va and vb, we name the pressure difference

DPab. The response function Ri(DPab, t) shall define the flow,
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Pump

Reservoir

Pump

Reservoir

Pipeline segment
represented as a node

P4

Graph model

P3

P5

P1

P2

P4

P5

Pipeline model

Intersection

Fig. 6 – The principal components of a gas pipeline, and

how they are transformed to a graph model. In the graph

model P1 and P2 represent the gathering system, P3 is the

transportation node, and P4 and P5 are distribution nodes.
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in terms of amount of particles from va to vb at time t. This is

obviously not a linear relationship. Roughly it can be described

as low for small DPab, then growing proportionally with DPab

until the growth decays and the velocity tends to some thresh-

old. This behaviour is approximately expressed by the logistic

equation (Edwards and Penny, 1995). Bounded growth as

a function of a variable x is of the form

A
1þ eðB�CxÞ;

where A is the upper bound, B defines the translation of the

curve along the x axis, and C the maximal derivative of the

curve. To represent that the DPab, e.g. due to friction, must

be larger than some threshold to flow through a pipe a thresh-

old is introduced. We can now define the response function as

RiðDPab;tÞ¼

8>><
>>:

0 if DPab

�
t
�
�CMax

10
;

CMax

1þeð2:5�10DPabðtÞÞ=CMax
if DPabðtÞ�

CMax

10
;

(11)

where DPab(t) is the pressure difference at time t, and CMax is

the capacity of the pipe. The values of B and C are chosen ar-

bitrarily in order to get a suitable growth shape on the curve.

An instance of Ri(DPab, t) with CMax¼ 10 is shown in Fig. 7.

It must here be noted that in the case of gas flow the order of

the considered edges influences the result. Gas is consumed in

the intersection, thus the potential pressure difference dimin-

ished. To approximate continuous behavior the sequence of

the edges is altered from time step to time step. Therefore, on

average, the behavior of the intersection is correct. By ordering

the edges in a list a static prioritizing scheme can be set, if gas

delivery to certain parts of the network is considered critical.

Based on the response function defined in Eq. (11) the

amount of gas available in a pipe segment is given by

Daðtþ 1Þ ¼ raðtÞ þNaðtÞ þ
X

i;sjeiðvs ;vaÞ˛E

Riðvs; va; tÞ: (12)

By altering the computation of Ri and Da we can observe the

gas flow through the network over time. One must also be

aware of the pressure limitation of the pipeline components.

Infinite pressure cannot be tolerated, thus in the case that

ra(t) gives a positive contribution it must be possible to
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Fig. 7 – The transport between pipe segments as a function

of the pressure difference between the segments with

CMax [ 10.
diminish or eliminate it. The same also holds true for incom-

ing pressure that valves can be closed. This is implemented in

our model.

The goal of a gas pipe is to deliver gas to customers. In our

model the customers are located as leaf nodes in the distribu-

tion network, or as off-takes from intermediate nodes in the

distribution network. We choose to measure the functionality

of the network in terms of the fraction of the leaf nodes receiv-

ing sufficient amount of gas to cover their needs. This will per-

mit us to compare the performance of different network

configurations. Additional constraints can be added, such as

prioritized gas flow to specific nodes in order to maintain

functionality of the particular node.

More interesting than to consider attack scenarios to the

constructed network, after all the strength and weaknesses

of tree like networks are well known, is a visualization of

the effect of the buffering ability of the nodes in the network.

This can be seen in Fig. 8. First there is an initialization phase

before the gas is spread in the entire network. A phase of

steady state is kept for a relatively long time for the reservoirs

to be filled. At iteration 150 all sources are turned of. We see

that the network remains fully functional for another 50 iter-

ations, before a relatively dramatic decay of functionality.

5. Analysis

This section explores the presented models’ ability to capture

the consequences of network dependencies. The sample net-

works from the previous sections are considered, but now

with added dependencies to interconnect all three networks.

The argumentation behind the constructed scenario is that

some of the central nodes in the gas distribution network

are dependent on the telecommunication infrastructure to

transmit metering information. If no metering information

is available the pipeline has to be shut down due to the risks

related to overload. The gas pipeline distributes power to

a gas power plant facility which again is a supply for the power

distribution network.

Critical network connections from the studied sample net-

works are shown in Fig. 9. The first part of the setup is
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Fig. 8 – The functionality of a sample gas transportation

network consisting of 23 nodes. At iteration 150 all sources

are set to zero.
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identical to the one used to generate Fig. 5. Two power distri-

bution nodes depend on two seemingly independent nodes in

the telephony transport layer. The critical factor here is that

the power supply to one of the telephony nodes indirectly de-

pends on the functionality of the other telephony node. The

removal of the power supply to the node with no filling starts

the cascading failure observed in Section 3.6. In this analysis

the two transportation nodes in the gas pipeline are depen-

dent on two nodes in the telephony transport layer that seems

to be independent of the dependencies described above, but

which actually are taken out in the cascading failure. This

leads to the supply to the majority of gas distribution nodes

being shut off. Among these is the gas power plant in the

power distribution network (the gray filled node).

Earlier sections introduced the level of functionality of the

different networks as a metric to measure the effects of attacks

or failures in a network. Fig. 9 shows how the level of function-

ality in the different networks evolves after the removal of the

no fill node. For the power and telecommunication network we

recognize the steep descent from Fig. 5. Most of the telecom-

munication network is taken out, while the functionality of

the power distribution network remains at around 40%.

Due to the amount of gas buffered up in the gas pipeline

there seems to be no immediate effect on this system. After

about 20 iterations the first reservoirs are being depleted and

a decay of functionality is initiated. The observed oscillations

in Fig. 9 are due to the small size of our sample network, and to

a rough resource prioritization scheme. We further observe

a stabilization in the functionality of the gas consuming nodes

around 40%. This, however, is just a temporary state since af-

ter about 40 iterations all the gas reserves are empty and the

functionality of the gas consuming nodes goes to zero (Fig. 10).

The final consequence of this is the deprecation of the gas

stock of the power plant represented by the gray filled node in

Fig. 9. As a consequence only the nodes with supply from the

second power which were not impacted by the first cascading

Fig. 9 – The interdependencies between the three networks.

Continuous lines indicate directed dependencies, dashed

lines indicates indirect dependencies, and mixed lines

indicates bidirectional dependency of the telephony

transport layer. The gray filled node is one of two power

generatingnodes in the powerdistribution network,andthe

node with no filling is the node were the error occurs in the

following analysis.
failure remains functional (about 10%), whereas the function-

ality in the telecommunication network drops to zero.

Obviously these sample networks are of small size and

constructed such that these effects could be observed. The re-

sult of the analysis of our model is that it is suitable to show

the consequence of the removal of one or several nodes

from some interconnected network. This provides incentives

for research on algorithms providing an ability to detect criti-

cal interdependencies. Moreover, it also encourages future

research on simulation tools capable of running what-if

scenarios based on interconnections of critical infrastructure

as may be required for decision support systems.

6. Related work

Related work tends to fall into two broad categories, namely

abstract meta-level and therefore largely qualitative models

for infrastructures and simulation systems at similar levels

of detail on one hand and sector-specific models using de-

tailed logical and physical constraints and models inherent

of a given sector.

Examples of the former category include agent-based ap-

proaches such as the micro-simulation by Barton and Stamber

(2000), the high-level simulation by North (2000), and the sub-

sequent attempt to translate mechanisms for the modeling of

complex adaptive systems by Thomas et al. (2003). Even more

qualitative approaches also include system dynamics models

such as that of Pasqualini and Witkowski (2005). Control sys-

tems approaches, e.g. the model proposed by Sullivan et al.

(1999) can provide significant levels of detail but are con-

strained in their size and accuracy; the latter issue is at least

in part addressed by the inclusion of hybrid control mecha-

nisms as proposed by James and Mabry (2004).

Further qualitative efforts also include the results of the

European Project ACIP (Schmitz, 2003) and related research

Fig. 10 – The level of functionality of the different network

as failure propagates through the power distribution

network (continuous line), telephony transport layer

(dashed line) and gas distribution network (mixed dashes)

as a result of a failure in one power node. All three

networks are fully functional at the first observation.
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on the Critical Infrastructure Modeling and Assessment Pro-

gram (CIMAP) by Rahman et al. Similar approaches have also

been described by Amin (2000) and Rinaldi (2004); these

models vary considerably in their level of detail and range

from simple binary dependency analyses to networks of

models in which sub-aspects may be modeled by continuous

physical submodels.

For the more constrained case of individual infrastructures

such as electrical and pipeline grid environments, however,

rich modeling and simulation environments already exist in-

cluding the PSI control system and proprietary mechanisms

employed by grid operators. Interconnections and interdepen-

dencies can only be modeled to a limited extent in such envi-

ronments. Several properties are immediately derivable from

interconnection characteristics alone as shown for power grid

and Internet connectivity by Faloutsos et al. (1999), Broder

et al. (2000), Yook et al. (2002), and Chen et al. (2002).

Frequently, the underlying structure of the networks can be

identified as being wholly or partially scale-free; this was

shown for network growth patterns by Dorogovtsev (Dorogovt-

sev and Mendes, 2001); further investigations of network prop-

erties by Casselman (2004) and Goh yielded insights into

structural and spectral properties of scale-free networks (Goh

et al., 2001) (for a survey of recent work on scale-free graphs

see Newman, 2003). These results have severe repercussions

for the assessment of vulnerabilities of interconnected and in-

terdependent networks of critical infrastructure components

to random failure as shown by Callaway et al. (2000) and Cohen

et al. (2000), who also investigated the susceptibility of such

graphs to targeted attacks (Cohen et al., 2001).

The more specific aspect of efficient modeling of buffered

resources suitable for simulation and even real-time decision

support as envisioned for the results of our paper, particularly

in the case of pipelines for compressible resources as de-

scribed in Section 4, has long been a subject of interest as

made evident by the early modeling efforts by Kralik et al.

(1984). Efficient pipeline models have been proposed among

others by Zhu et al. (2001), while, e.g. Skvortsov and Sarychev

(2002) provide models for pipeline sections. Other models

tend, however, to remain proprietary and are not fully dis-

closed in the literature. The dissertation by Aalto (2005)

does, however, provide a survey of the modeling and optimi-

zation issues for gas pipelines.

7. Conclusion

Based on a flexible framework for modeling infrastructures

and their interdependencies we have first reported in Svend-

sen and Wolthusen (2007), we have described a graph-theoret-

ical model augmented with a set of response functions that

can model both unbuffered and particularly buffered re-

sources along with their production and consumption in a net-

work of infrastructure components. The model described

allows the consideration of multiple concurrent types of inter-

dependencies such as may arise in the provision of further in-

frastructure services (e.g. a hospital requiring electrical power,

gas for heating, water, and telecommunications) along with

simple prioritization mechanisms as may be necessary

in case of some elements of the infrastructure network
becoming unavailable or owing to a partitioning of the inter-

dependency graph.

Based on this model we have demonstrated several types

of multi-dependency structures for both linear and particu-

larly cyclical dependencies among multiple infrastructure

types of both unbuffered and buffered types. Moreover, we

have also demonstrated simple attack scenarios over small

fictional interconnected (and interdependent) infrastructure

networks. The instantiations of the model presented in this

paper are primarily intended for illustrative purposes; how-

ever, the topologies used for the respective infrastructure

types and their interconnections are based on actual networks

of the respective types.

Our ongoing research focuses on the identification of graph-

theoretical and combinatorial optimization techniques (partic-

ularly as applicable to large-scale graphs) for both the identifi-

cation of critical interdependencies and efficient mechanisms

for increasing the robustness of such interdependent graphs.

Future work includes further extensions of the model in which

the response function can accommodate multiple resources

being provided by each individual vertex in both discrete and

continuous variables, resulting in a web of interdependencies.

One such extension is the introduction of a more fine-grained

time model capable of capturing certain effects such as ringing

within dependency cycles and physical sub-models which the

present coarse model cannot capture adequately.
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