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Abstract—This paper describes the intrusion detection aspects of a secu-
rity architecture for distributed heterogeneous systems based on a network
of externalized reference monitors defining a set of policies formulated as
formulae of a first order theory. This can be retrofitted onto existing op-
erating systems or realized standalone. Aspects considered in this paper
include the effects of fine-grained component-level instrumentation of the
operating system and a common entity naming model imposed by the ar-
chitectural framework and discusses the application of the JDL multisensor
data fusion model in the context of the framework.
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I. I NTRODUCTION

THE considerable popularity gained by intrusion detection
both in research and in the field together with continued re-

liance on systems of dubious reliability, survivability, security,
and assurance can be a cause for concern in that the perceived
benefits from such an approach may preclude necessary adjust-
ments in the defensive posture by other means. In fact, it appears
that the use of COTS systems even in sensitive areas together
with a defense consisting mainly of firewalling and ID systems
threatens to eclipse much of the progress made earlier regarding
sound models of security and verifiable implementations [1].

As has been argued before [2] the changing threat environ-
ment and an increased reliance on interdependent (frequently
while unaware of the existence of such dependencies) dis-
tributed systems further calls into doubt the defensive mecha-
nisms currently deployed particularly in the areas of operating
system and application access as well as behavioral controls de-
spite the successful efforts of research to offer mechanisms pro-
viding higher efficacy and ultimately even efficiency.

This apparent resistance to improvements in the information
assurance area for general purpose systems combined with a
seemingly inexorable trend towards complexity unchecked by
verifiable correctness, safety, and security properties ensures a
rich target selection for attackers for the foreseeable future [3].

Despite this analysis and corresponding negative outlook,
risks to such COTS-based information systems need to be miti-
gated. In an attempt to permit a pragmatic approach to provid-
ing information assurance mechanisms even in situations where
replacement of current systems by high assurance components
are not feasible, the security architecture described in [2], [4],
[5], [6] can be implemented in such a way that its enforcement
mechanisms are retrofitted onto existing COTS systems, permit-
ting operation in a heterogeneous environment.
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Such retrofitted systems can operate with existing applica-
tion programs and using a familiar environment for end users,
thereby reducing the impediments confronted by mechanisms
requiring larger scale modifications and possibly paving the way
for high assurance systems in the process.

This paper discusses the implications of such a distributed se-
curity policy environment for intrusion detection in several ar-
eas. Section II outlines the core concepts of the security archi-
tecture as required for subsequent discussion while sections III
and IV cover some implications of the architecture for intrusion
detection. Section V describes the contributions to a multisensor
data fusion scenario. Finally, section VI discusses operational
models for the use of policy mechanisms in enforcement and
intrusion detection, particularly as reactive componentes.

II. A RCHITECTURAL FRAMEWORK

In the framework discussed here, there exist a number of
nodes called external reference monitors (ERM) which are
repositories for one or more security policies, each presumably
derived from a security model. The system on which an ERM re-
sides is called a Policy Controller Node (PCN). The other com-
ponent of the framework consists of a number of nodes which
are subject to the policies of one or more ERM.

The policies obtained from ERM are enforced through ex-
ternally controlled reference monitors (ECRM) and its enforce-
ment modules (EM); a system configured with a combination
of ECRM and EMs is called a Policy Enforcing Node (PEN).
As implied by the term reference monitor, each operation of the
controlled nodes is mediated by the ECRM and may only pro-
ceed if it is found to be in compliance with all applicable poli-
cies.

Applicable policies (and hence the ERMs to be consulted) are
determined from the identity of subjects and objects involved
which are uniquely identified by the conjunction of a subject
identity and a subject type constant. Both constants are embed-
ded in a lattice; an ERM is authorized to issue a policy if and
only if it dominates the objects involved in an operation and
ERM nodes on vertices dominating the node’s vertex have not
imposed additional constraints.

Policies are formulated in a formal theory, namely a first order
predicate calculus. The subjects and objects are, as noted above,
represented by constants which are grouped into sets by predi-
cates establishing equivalence relations. Behavior permitted by
a policy is then expressed as additional functions, constants, and
predicates.
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and formulating these in the form of predicates one can not only
express arbitrary security policies and models within a com-
mon, consistent scheme but also use automated deduction mech-
anisms to derive additional statements and instances. This per-
mits the formulation of a pure security model and the relations
and having the deduction mechanism derive all logically valid
instances as well as formulating security policies and models
in a sufficiently abstract manner such that the complexity of the
specifications to be created by human security officers is limited.

It should be noted that the elements of the formal theory do
not, besides the use of suggestive names, carry semantic mean-
ing. Rather, for each instance where the mechanism is to be ap-
plied (i.e. operating systems in the case of this discussion) there
must be an interpretation which supplies the semantics. If one is
able to formulate the security models and policies in the form of
such abstract statements, an obvious direct consequence of this
approach is that the semantics of the security policy enforced
are the same regardless of the specific operating system used.

To permit the placement of an upper boundary on the commu-
nication complexity imposed by the ERM/ECRM mechanism,
each reply to a policy request must contain a lifetimeλ speci-
fied as an ordered pair of time values. An ECRM or a caching
ERM may use a reply without additional policy requests to the
issuing ERM for the duration of the lifetime.

A special case exists in the case where both elements ofλ
are equal; this implies that the reply may not be cached at all;
another exception to the lifetime is the renewal of a policy for
a given ERM which revokes the previous policy and all derived
rules.

When considering only the operation as a reference monitor,
the behavior of the ECRM is reactive. An EM may detect a me-
diated operation and refer this operation to the ECRM which
reformulates the operation in the form of a hypothesis. The
ECRM must then consult its locally cached policy information
(if any) by attempting to derive the hypothesis from the exist-
ing set of policy statements. When successful, the request is
granted and may proceed. If no local policy is applicable or
sufficient, the ECRM must then pose the hypotheses to all ap-
plicable ERM. An ERM may reply with a negative reply tuple
(indicating that the hypothesis cannot be deduced from the pol-
icy) or a nonempty set of reply tuples which may then in turn be
cached by the ECRM for the lifetime of each reply tuple since
the replies issued by an ERM may contain the hypothesis posed
and be usable in a large number of other mediated requests in
addition to the original hypothesis.

This architecture permits the description of all machine--
representable security policies and policies related to intrusion
detection since a first order predicate calculus can be used to
model a Turing machine. While this also implies that, given an
arbitrary setS of first order formulae and a and a first order for-
mula (hypothesis)H, it is not possible to determine whether or
not S |= H since this would be equivalent to solving Hilbert’s
Entscheidungsproblem.

However, this should not be seen as a drawback since safety
properties are not violated and Harrison, Ruzzo, and Ullman
have shown that it is undecidable whether a given state of a given
protection system is secure for a given generic right [7]. For a
detailed description of the ERM/ECRM mechanism see [4].

III. E FFECTS OFCOMPONENT-LEVEL INSTRUMENTATION

Within the framework just discussed each node in a dis-
tributed system can be described as a set of components or mod-
ules interacting with each other and external nodes regardless
of whether the node is a general purpose computer system or
fulfills only specific tasks such as a router. In the following the
discussion is limited to general purpose systems without loss of
generality.

Fine granularity observations of system behavior have been
shown to yield results particularly valuable for anomaly detec-
tion even without the use of computationally complex process-
ing [8]. The policy enforcement requires mediation of all op-
erations which can be performed on entities of the policy; we
assume that the same subjects, objects, and operations are also
the ones relevant to auditing and intrusion detection since other-
wise a contradiction would be obtained. The obvious drawback
of such instrumentation is the volume of observations that must
be handled; näıve centralized collection of all unprocessed ob-
servations from network nodes is not feasible in real time and
impractical even for forensic purposes.

As a direct consequence processing at the source of the obser-
vations is required; this occurs under the control of the ECRM
which is also the controlling entity for ID-related activities. This
processing can consist of several elements which may also be
used in conjunction:

1. The ECRM can modulate sensor output and level of detail
based on existing and deduced policy rules; this is obviously
more efficient than filtering sensor data post facto. While a cer-
tain performance loss is incurred due to the presence of the in-
strumentation point and determination of sensor activation, this
penalty is significantly lower than postprocessing.
Since the processing steps are controlled by the ECRM (or
ERMs, respectively) the modulation can occur dynamically as
required.
2. The collection of observations or arbitrary policy decisions
based on such observations can induce the collection of deriva-
tive information from the same or other modules and compo-
nents required for additional processing and decisions.
3. Based on active policies, one or more ERMs can be con-
tacted. The information transmitted may include observation
data as well as preprocessed data and derived observations. The
method for transmission of such information is also subject to
policy control and may stipulate transmission of some data with
minimum delay while other data can be collected at the node
and transmitted at a later point in time in a burst together with
other data.
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Fig. 1. Hasse diagram for the latticeP({a, b, c, d}) ordered by set inclusion

IV. EFFECTS OFCOMMON ENTITY NAMING MODEL

The foundation for the security policy consists of a set of
predicates defining abstract properties. Interpretations establish
equivalence relations over native primitives of the systems to
which the policy is to apply. The predicates themselves map
onto the type lattices.

As noted in section II, all constants identifying subjects and
objects correspond to elements of two lattices (a partially or-
dered set in which every pair of elements has a least upper bound
and a greatest lower bound); this can be visualized in a Hasse di-
agram (figure 1 shows the diagram for the latticeP({a,b, c,d})
ordered by set inclusion — the exact choice of lattice may be
different depending on the model chosen or not all vertices need
to be present) where each entity is mapped to a vertex in the
diagram.

While a single lattice (for identity) is sufficient, the use of a
second lattice permits a more concise representation of which
the former can be considered an extension expressing the equiv-
alence class.

The type lattice permits a compact representation of predi-
cates, functions, and constants formulating the security policy
since one can express both that an entity is derived from another
(if an x is contained iny) and thus may be considered seman-
tically subordinate. An example of a member of this relation
would be expressed by the equivalence classes represented by
the predicatesdatagram(x) andvirtual circuit(y).

The same principle also applies to the representation of sub-
ordinate entities of ephemeral nature; the ability to tie the iden-
tity of an entity in theprocess(x) equivalence class to a spe-
cific user(y) permits the efficient reconstruction of such rela-
tions without what would otherwise amount to a simulation of a
system’s semantics.

Similarly, since entity identities are represented as elements
of a lattice (i.e. vertices of the Hasse diagram), this permits
the constructions of globally unique identifiers within the dis-

tributed system while retaining the ability to group entities ac-
cording to the least upper bounds within the specific lattice
structure (another example for a lattice would be a tree graph,
appropriate for hierararchical structures).

The first immediate result of this is the ability to express se-
curity policies in terms of the equivalence class predicates re-
gardless of the underlying interpretation (i.e. host operating sys-
tem or application) provided such an interpretation exists as was
noted above.

As a corollary to this, observations from nodes can now also
be represented in the form of such equivalence classes. While
of no particular relevance in the case of observations from an
individual node where all observations are within the domain of
a single interpretation, this gains importance once observations
from multiple nodes with heterogeneous interpretations must be
taken into consideration.

Unless there is a common model for observations (at least
at a certain abstraction level, see section V) within a heteroge-
neous system, the individual observations are incommensurate
and contribute to the overall complexity of an intrusion model.

A. Enforcement Module Layering

Despite widely divergent appearances, most deployed oper-
ating systems share fundamental abstractions and mechanisms
which have remained essentially stable for several decades. This
permits the use of the previously described naming schema for
entities even across system boundaries.

Similarly, the mechanisms for representing basic abstractions
such as files and application programs are sufficiently similar
to permit the modeling of such abstractions in terms of layered
enforcement modules such as for network interface, network
protocol stack, and file system (and hence also instrumentation
points).

While, as discussed in [2], the primary purpose for this lay-
ering is the reduction in complexity for policy specification, a
desirable side effect is the ability to correlate observations par-
ticularly at lower abstraction levels with instrumentation data
from other layers. This permits the reduction of isolated obser-
vation data and provides characteristic patterns of instrumenta-
tion point activation that are not available by instrumentation at
the system call level alone.

V. THE DATA FUSION MODEL

Data fusion [9] as defined in [10] is “the process of com-
bining data or information to estimate or predict entity states”.
The model depicted in figure 2 consists of several levels, here
slightly revised from the model presented in [9]:

Level 1: Object RefinementAimed at combining sensor data to
obtain reliable and accurate estimates of an entity’s identity and
properties.
Level 2: Situation RefinementDynamically attempts to develop
a description of current relationships among entities and events
in the context of their environment.
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Fig. 2. The Joint Directors of Laboratories (JDL) process model for data fusion

Level 3: Threat RefinementProjects the current situation into
the future to draw inferences about enemy threats, friend and
foe vulnerabilities, and opportunities for operations.
Level 4: Process RefinementA meta-process that monitors the
overall data fusion process to assess and improve real-time per-
formance.

While primarily developed for real-time defense applications
involving physical targets (which have some properties not ap-
plicable to IDS targets such as a kinematics envelope permitting
to rule out certain sensor data), the paradigm clearly has merit
for modeling advanced intrusion detection mechanisms [11].

Most current IDS operate on raw data material such as net-
work traffic or operating system audit trails; typically the latter is
not specific to intrusion detection but rather intended to meet au-
diting requirements such as the CAPP [12], [13] (formerly TC-
SEC C2 [14]) and does not match the requirements of the IDS
in volume and granularity. This also counteracts the approach
of using C2 auditing as the baseline for unifying heterogeneous
systems as apparently became evident during the development
of DIDS [15].

A. Level 0

Source Preprocessing (also referred to as Level 0) in this
model occurs at the level of individual PENs. and must in it-
self be separated into three processing sublevels.

At the lower sublevel (0A), each enforcement module is
equipped with a number of instrumentation points, i.e. locations
in code where a number of items can be collected. These include
the fact that the instrumentation point was reached in the flow of
execution as well as information available at the particular point
such as the process and thread IDs as well as the account under
which the executing process is running. These instrumentation
points represent the source for raw data, no homogenization oc-
curs at this stage.

Each of the instrumentation point is uniquely identified and
can therefore be activated as necessary. In cases where the aux-
iliary data collected must be configurable (e.g. in the case of
collecting network traffic), this must be modeled by several sep-
arate instrumentation points.

To reflect this as well as to permit the creation of classes of
sensor activation, instrumentation points can be coalesced into

instrumentation groups; the sets thus formed may intersect.
At the middle sublevel (0B) the data collected by the instru-

mentation points is processed by annotating the lower sublevel
data with the type and identity constants wherever these are
known. The rationale for the insertion of this sublevel is that,
while some audit or intrusion detection mechanisms and poli-
cies may require the use of raw instrumentation data, significant
parts of these contain ephemeral references to subjects and ob-
jects or are not unique.

At the upper sublevel (0C) the data from one or more instru-
mentation points is translated and collated into predicates of the
formal theory defining operations in the terms of security poli-
cies. The type of translation required depends on the system
on which it occurs. In some cases a bijective mapping between
predicates and specific system calls or operations exists; in oth-
ers a sequence of calls or operations must fulfill certain criteria
such as the presence of certain parameters in all elements of the
sequence. This requires that the ECRM retains a history of op-
erations and the entities involved in the operations from which
a sequence of operations can be determined which can e.g. be
done efficiently using colored Petri nets (CP-nets) [16], [17],
also permitting the introduction of temporal constraints on the
matching. The semantics of CP-nets permit the representation
of fully concurrent operations and offer a well understood mech-
anism for confluent preconditions that can be modeled and the
derivation of CP-nets from well-formed formulae in formal can
be done automatically and verified rigorously.

The relative cost of retaining the operation history is further
reduced by the fact that the inverse to the mapping which must
be performed for the Level 0 ID processing is required for secu-
rity policy enforcement, the overhead for retaining this informa-
tion for intrusion detection is therefore negligible.

Unless annotated level 0B data is used, this MDF layer pro-
vides a data reduction mechanism and a normalized set of fea-
tures independent of the host operating system of the sensor
platform.

Intrusion detection mechanisms (particularly anomaly detec-
tion systems) may find the preprocessed data sufficient and can
still benefit from the consequences outlined in section IV as well
as from the ability to dynamically modulate sensor output.

B. Level 1

The goal of determining the identity of an entity, particularly
of subjects, associated with level 1 data fusion in the JDL model
is already achieved by the normalization in level 0B for enti-
ties falling under the direct control of the policy enforcement
mechanisms. Entities outside this domain of control cannot be
implicitly identified positively.

For such entities it becomes necessary to perform level 1 data
fusion if events related to more than one activity are to be cor-
related. This level establishes hypotheses based on observations
normalized by level 0 processing as well as existing hypotheses
that a certain set of observations represents an distinct individual
entity; this is also referred to as a “track”.



5Such a track may consist of a cluster of operations centered
around a certain object or set of objects as established by an
anomaly detection mechanism from which a heuristic may de-
termine that a common factor (i.e. the hypothesized subject) is
the cause for the clustering occurrence.

Another technique that can be used for level 1 fusion may be
termed an inverse intrusion signature mechanism. While one is
typically interested in the fact that an intrusion may have oc-
curred, the general mechanism of identifying characteristic op-
erations can also be used in such a way that the pattern of ob-
servations give rise to the hypothesis that this signature is asso-
ciated with a single causative entity.

A major difficulty for level 1 fusion is the ease with which
masquerading can occur, both inadvertently or deliberately as a
decoy. One example for such masquerading is the use of readily
available network scanning tools which will generally use ad-
dress spoofing or use intermediate compromised hosts to mount
reconnaissance operations.

The pattern of observations will then contain a large amount
of correlated features although there may be several independent
subjects involved. Given the large number of such reconnais-
sance operations and subjects, this appears present a particularly
urgent need for taking additional characteristics from different
instrumentation points or sensors into account in firming up the
identity hypothesis for a subject. In the example mentioned here
such characteristics would include temporal patterns such as ap-
parent network latency.

The relevance of determining the identity of a subject pre-
sumed to be involved in hostile actions is twofold. One is in
situations where offensive information operations against hos-
tile subjects may be both justified and feasible; here the primary
interest is in ascertaining the identity with the least degree of
uncertainty possible. It should be noted that this is only fea-
sible if the enforcement portion of the security architecture is
employed in such a way as to permit positive identification and
authentication of remote entities (primarily using cryptographic
techniques[2]) due to the potential for mistakenly responding to
e.g. forged network addresses. This permits the a priori classifi-
cation of a large portion of entities into FFN categories. Entities
which have been identified positively cannot, however, be stati-
cally classified as friendly or even neutral due to the possibility
of these entities being subverted.

The remaining necessity arises when one wishes to perform
higher level (2 and 3) data fusion; here the entity identification
is a necessary prerequisite.

Level 1 fusion is feasible relying on the sensor suite of an in-
dividual node; while in some cases information stemming from
other nodes may be desirable, the benefits of such cross-node
fusion at level 1 is as yet conjectural and would constitute a sig-
nificant increase in complexity.

C. Level 2

During level 2 fusion a number of tracks or hypothetical enti-
ties are aggregated into what is commonly referred to as a situ-

ation.

The representation of such situations can be accomplished us-
ing the primitives established earlier in that relations are mod-
eled in the first order theory. These can be:

• Aggregation relations which are modeled as predicates estab-
lishing equivalence classes over entities.
• Temporal relations which cannot be expressed naturally in the
context of a first order predicate logic but either using predi-
cates modeling temporal relations (but not permitting inference
on these; this becomes relevant in level 3 fusion) or using tem-
poral logic. The latter is rather unproblematic since temporal or
indeed most modal logic systems — with some exceptions such
as propositional dynamic logic that are presumably of limited
interest in this context — can be efficiently translated into first
order logic [18], [19], [20].
• Causal relations which are expressed as connectives in the
formal theory that need not be constrained to implication and
equivalence.
• Similarity relations may be considered a special case of aggre-
gation relations which are qualified additionally by a similarity
metric that in turn is dependent on the identity or the equivalence
class membership of the entities involved.

In most cases a probability metric is required for the relations;
while this metric can be modeled as a partial function over the
elements of the relations, such an approach is clearly unappeal-
ing.

Instead one can follow [21] and obtain a mathematically
sound method for inferring relational probability metrics,
namely the use of a Bayesian network for obtaining a distribu-
tion of discrete statesxd for an entity stateX under the assign-
ment to the node in a level 2 hypothesisζ combining estimated
entity statesXi under level 1 hypotheses based on observations
Zi and estimated entity statesXi in a level 2 hypothesis based on
a set of relationsRi among tracks. It should be noted, though,
that inference is not restricted to elements on the same fusion
level but may also include lower level hypotheses.

Somewhat problematic in this is the proper assignment of
probabilities to individual hypotheses which can aggregate into
significant uncertainty given the high dimensionality of the state
space. We assume that this significantly curtails the efficacy of
inferences that can be drawn automatically compared to fusion
scenarios based on physical observations.

Alternatives, particularly in the field of logic involve the use
of non-monotonic logic [22], [23], [24]; this also permits the
use of epistemic logic under the same framework. Even when
dealing with decidable aspects of non-monotonic logics as is
typically the case in knowledge representation the problems of
highly nondeterministic reasoning and complexity remain [25].

Specification of knowledge producing actions such as obser-
vations and belief revision within the framework of multi-modal
logic has been the subject of research [26], [18] as has been the
case for fuzzy logic [27], [28].



6D. Level 3

Level 3 fusion is mainly concerned with predicting the state
space established by the hypotheses at level 2 at a point in time
in the future and is intended for the estimation of impact of
courses of action such as the likelihood of an outcome state and
cost metrics for such actions.

The primary area of interest here is presumably the interactive
evaluation of scenarios; given the high degree of uncertainty in-
troduced at level 2 it is not immediately apparent how such a
mechanism could e.g. be employed for automated reactive be-
havior without incurring significant risks of aberrant behavior.

VI. OPERATIONAL MODELS

A number of scenarios are possible when combining the as-
pects of policy-controlled enforcement and intrusion detection;
these are outlined below. In the following discussion, all scenar-
ios include mechanisms introduced by previous scenarios:

Passive DetectionThis situation is equivalent to the deploy-
ment scenario generally used for IDS, namely intrusion detec-
tion decoupled from policy enforcement. The node is fully ex-
posed to all threats from undesirable behavior of insiders as well
as to external attacks.
Here the benefits of having extensive instrumentation at the var-
ious abstraction layers can be assumed to be roughly equiva-
lent to that provided by [8] and [29] in that they provide a more
detailed view of host-based system behavior than what can be
expected from native instrumentation typically intended for TC-
SEC C2 or later equivalents.
For network-based components, the immediate benefit is in the
ability to access network PDUs that are subject to end-to-end
encapsulation or encryption and in distributing the processing
load, addressing bandwidth limitations at central detectors in the
process.
In this scenario a policy can be distributed ad hoc and ensuring
equivalent behavior across heterogeneous platforms including
possible preprocessing before reporting to designated process-
ing and fusion nodes.
Augmented DetectionIn this scenario policy enforcement is
also decoupled from intrusion detection. Hence, the threat envi-
ronment is as described in the previous scenario.
However, a dynamic element is introduced at two levels. First,
local policy rules can, in response to observations from local
sensors, derive additional rules for activation of sensors. This
implicitly includes the derivation of intrusion scenarios using
the deduction system (which amounts to the use of the deduction
engine as a production system) or a secondary anomaly detector
capable of generating rules as output. All such rules are implic-
itly time-bounded using the lifetime mechanism described ear-
lier. The second dynamic element consists of the ECRM nodes
sending sensor data or derived hypotheses to ERM nodes which
then react to these notifications from one or more nodes. Again,
the reaction on the part of the ERM can be induced by the deduc-
tion system or an anomaly detector. Policy elements for intru-
sion detection such as an increase in output volume for certain

sensors on specific nodes can thus be obtained and propagated
to the ECRM nodes.
It should be noted that the extent to which the sensor activation,
output modulation, and subsequent processing by both ERM and
ECRM takes place must be weighed carefully since degradation
or denial of service can otherwise occur.
Enforcement AugmentationIn this scenario, security policy en-
forcement is in place and is merely augmented by intrusion de-
tection capabilities; this represents the intended environment for
the architecture described in this paper. In the presence of pol-
icy enforcement, some premises for the previous scenario are —
depending on the policies — no longer applicable.
Policies which enforce that only legitimate operations are per-
formed under a given security model and clearly sets of oper-
ations and the circumstances under which these may be per-
formed can a priori eliminate a significant amount of behavior
that would otherwise need to be analyzed for signs of intrusion
as well as behavior which, while legitimate under the security
policy, is abnormal.
Some of this ambiguous area for a given set of policies can prob-
ably be covered by deduction-based detection; most, however,
will need to be analyzed using anomaly detection. Attempts at
violating the security policies need to be analyzed in conjunc-
tion with legitimate behavior preceding it or concomitant to it; it
is mainly in the elimination of some behavior subsequent to ini-
tial breaches of policy that would otherwise need to be analyzed
forensically.
Attack detection (i.e. operations performed by unauthorized
subjects not under the control of policy mechanisms) represent a
category which still needs to be addressed. However, given the
volume of sensor data and particularly of observations which
require further processing, the distributed processing or prepro-
cessing becomes highly valuable even though the amount of sen-
sor data is otherwise reduced.
Fully ReactiveWhile the drawbacks inherent in this scenario
are severe and will presumably preclude it from consideration
in most cases, it is included here nonetheless for completeness.
This scenario adds definitions to the policy rule sets for rewrit-
ing policies to restrict operations normally within the purview
of certain subjects or concerning sensitive objects (e.g. limiting
access to objects with a given classification on a node for which
attacks followed by anomalous behavior of internal subjects has
been observed).
Even more so than in the Augmented Detection and Enforce-
ment Augmentation scenarios with reactive sensor and process-
ing behavior this creates severe risks of denial of service for
legitimate subjects.
Finally, it is also conceivable that the Fully Reactive scenario is
extended through the policy-based activation of active informa-
tion operations; since this would only be relevant in situations
where external attacks are detected this implies that in all likeli-
hood the identity of the adversary cannot be positively verified.
This, however, almost ensures that a skilled adversary will be
able to use predictable reactive systems against the defender.



7VII. R ELATED WORK

Research on distributed intrusion detection has been ongoing
for more than a decade; one of the earliest, DIDS [15], [30], was
developed at the University of California at Davis and combined
distributed monitoring and data reduction (through individual
host and LAN monitors) with centralized data analysis (through
the DIDS director) to monitor a heterogeneous network of com-
puters. This was based on the assumption that systems intended
for TCSEC C2 evaluation would have similar audit trails that
could be used as observations.

NIDES and EMERALD [31], [32] both developed at SRI
following seminal work by Neumann and Denning on IDES
[33] also pursue the model of running monitor agents to which
NIDES added a translation layer on the monitored node for con-
version of audit records into the NIDES native format; this ap-
proach has since been used by a number of other systems as
well.

EMERALD represents a framework for multiple intrusion de-
tection components which strives to separate the analysis from
the collection of observations. Hence it is conceivable that the
instrumentation mechanism (albeit limited to operation without
feedback to the PENs) provided by the architecture described in
this paper can act as an EMERALD monitor.

The first order logic automated deduction mechanism can be
used analogous to a production system whose use was pioneered
in MIDAS and IDES [33], [34] albeit with a larger expressive-
ness.

DPEM, also developed at UC Davis is presumably the first
instance of a specification-based system based on earlier work
on execution monitoring [35], [36] intended for privileged Unix
programs. It monitors several aspects of program behavior such
as access to system objects, sequencing, synchronization, and
race conditions. Related experience in this area is also discussed
in [37]. It should be noted that this approach is in some ways the
inverse of what is discussed in this paper in that the specification
is not enforced but used only for detecting misuse. Fraser et al.
pursued a related approach [38] for specification-based security
enforcement.

VIII. C ONCLUSIONS ANDFUTURE WORK

We have discussed an architectural framework for both secu-
rity policy enforcement and intrusion detection instrumentation
and control that is also suitable for retrofitting to existing sys-
tems.

Following the argumentation in [11], the suitability of the
mechanisms for a multisensor data fusion suite was discussed;
we particularly hope that the architectural framework will per-
mit the development of level 2 data fusion eventually leading to
situational awareness within distributed systems — within the
confines of the uncertainty imposed by the high dimensionality
and lack of constraints encountered in other fusion scenarios.

Ongoing research concentrates on providing highly instru-
mented enforcement modules for a number of components for
COTS operating systems, particularly the commercially relevant

Microsoft Windows NT and Unix System V Release 4 operating
system families as well as on efficient automated deduction sys-
tems suitable for integration into standalone, verifiable systems.
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