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Abstract. The interdependencies among critical infrastructures are fre-
quently characterized not only by logical dependencies and resource flows
but often also require consideration of geospatial interactions among the
infrastructure elements and surroundings such as the terrain, properties
of the terrain, and of events involving the infrastructure such as fire and
flooding. Modeling such events and interactions also requires the use
not only of three-dimensional geospatial models but also a more pre-
cise characterization of both events and the interaction of events with
the geospatial model to capture e.g. the resistance of different terrain
features to blasts. In this paper we therefore present an extension to
a graph-based model reported previously which allows the considera-
tion of geospatial interdependencies and interactions in a specific area
of interest. The model incorporates physical characteristics of both the
infrastructure elements itself and of terrain and environment in a three-
dimensional framework allowing for detailed analyses which cannot be
captured using simpler spatial buffering techniques as found in many
geospatial information systems.
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1 Introduction

When planning critical infrastructures or carrying out disaster management
knowledge of the geography of the disaster zone and its surrounding is highly
relevant. Awareness of surrounding infrastructures, plausible disaster scenarios,
and how infrastructures influences and interacts with each other in different sce-
narios is utterly important in critical infrastructure design or when managing a
disaster scenario. Geographical information systems (GIS) can provide model-
ing, manipulation, management, analysis, and representation of geographically
referenced data, thus providing a powerful tool in a CIP setting. However these
systems do not provide an interface to model the functionality of interdependent
infrastructures.



The consideration of geospatial information in the assessment of events relat-
ing to and for the planning of critical infrastructures therefore adds an important
dimension to interdependency analyses based on purely topological interrela-
tions as reported previously [1-4]. While computational complexity constrains
the scope of such analyses, the combination of the aforementioned techniques
with an approach taking into account geospatial and terrain information can
yield highly relevant information that even a straightforward analysis in a two-
dimensional environment will not uncover (e.g. in case of terrain features af-
fecting interactions between infrastructure elements or events). Buffering, the
formation of areas containing locations within a given range of a given set of
feature, is a well known and frequently used GIS technique (see e.g. [5]). The
traditional application is to indicate metric or temporal distance to a point given
e.g. a topology or road system. Extending buffering to three dimensions and to
contain not only topology information but also geospatial objects, that is spatial
objects with a well-defined position, will allow to define buffer areas indicating
e.g. fire or blast damage, flooded or contaminated area, given that every object
is assigned a set of properties indicating permeability to the event.

In combination with the simulation mechanisms reported in earlier research,
where we focus on methods for detection of critical interdependencies between
networks carrying different types of resources [1-4], three-dimensional geospatial
buffering can provide a powerful tool for scenario analysis. Geospatial proximity
can itself be classified as a dependency between network components. However, a
naive consideration of proximity can result in both overly conservative estimates
(e.g. if a flood barrier lies between an overflowing region and an infrastructure
element to to be protected) and missing critical interdependencies induced by
terrain features. It is therefore desirable to perform a more detailed local anal-
ysis to ensure that the estimations provided by proximity measures over georef-
erenced nodes in the graph-based model are indeed accurate or require further
refinement. This allows both the consideration of interdependencies and threats
independent of the topological analysis provided by the graph-based model and
also feedback into the graph-based model. This more accurate sub-model can be
enhanced further in its accuracy by including a global time base (as opposed to
a partial order), which also is feasible mainly in the context of a small regional
model. The remainder of this paper is structured as follows: Section 2 describes
the geospatial model and several buffering approaches as well as the modeling
of permeability to event types, which is then exemplified in a sample scenario
in section 3 before a brief review of related work in section 4. Finally, section
5 concludes the paper with a review of current and ongoing work on the pro-
posed model, discussion of the results, and further extensions and refinements
in progress.

2 A Framework for 3D Geolocational Buffering

The 3D geolocational buffering we are concerned with requires the introduction
of both volume and time-dependent features, and is therefore an extension of



more common definitions found in GIS environments. In the following geoloca-
tional buffering thus defines a time dependent contamination or destruction area
(2D) or volume (3D) surrounding a point, line, or polygon-shaped event source.

The classical GIS approach to 3D buffering is among other places described
in [6]. This is often a static approach where uniform conditions are considered
around a source. Consider e.g. the description of point buffering in [6]. A point is
defined by the coordinate triplet (x,y, z) and its buffering zone is generated by
a fixed distance, creating a sphere in the three-dimensional sphere. The sphere
generation begins with the creation of a polygon surface, the main circle in the
(x,y) plane. Later five circles with diminishing radii are created on the upper
and lower side (following the z-axis) of the main circle. This approach leaves
no room for variations in propagation speed from the source. Applying this in
a CIP scenario we could for example find that a road accident can damage a
fiber-optic cable 1.5m under the ground — merely because it is within the blast
radius of a road accident involving a tanker truck.

For CIP applications this approach neglects some critical features. In par-
ticular we are most interested in knowing what kind of obstacles lie between
the source and the edge of the buffer zone. Without this knowledge, the buffer
zone becomes a theoretical worst-case scenario which does not take natural or
man-made protections into account. The main objective of our work is therefore
to determine whether one infrastructure constitutes a threat to another, but it
makes no sense to say that a gas line constitutes a threat to a power line if
they are on different sides of a hill or that a flooding river is a threat to the
surrounding infrastructure if the river runs in a deep ravine. In order to en-
able such considerations we choose a dynamic approach based on cylindrical or
spherical coordinates and partition of the “event sphere” into spherical sectors.
This allows detection of eventual obstacles between an event source and eventual
points of interest. At the core of any model is the discretization of a continu-
ous phenomenon and translation of physical phenomenons to relations between
the modeled objects. After an introduction the physical features and modeling
principles of geospatial buffering this section introduces a 2D point source, a 3D
point source and a 3D line source buffer model. In this paper, the emphasis is
therefore placed on space discretization and the algorithmic steps taken in each
iteration.

2.1 Physical Features

The number of parameters and physical scope (albeit reduced significantly over
a more abstract regional or national model) of the model requires the use of
several approximations so as to obtain a model of suitable computational com-
plexity. Most critical infrastructures considered here are physical infrastructures
such as cables and pipelines. Such infrastructure can be damaged or destroyed
in numerous ways. This can be natural phenomena (e.g. storms or fire), human
actions (e.g. excavations, sabotage, or terrorist acts), or accidents in other in-
frastructure (e.g. a pipeline blast causing pressure waves and fires). All these
events can be modeled in detail. Cables has a certain elasticity which provides a



threshold for breaking, fires can be modeled based on material and heat capaci-
ties, and pressure waves from an explosion can be modeled based on the amount
of explosives and their properties. Including all these features in a model gives us
a model of not only high computational complexity, but also creates a long initi-
ation time for each scenario, where not all of the information may be available.
We are therefore aiming at a model that can be initiated based on topological
information and high-level geospatial information — such as type of vegetation
(grassland, trees or asphalt) and human created infrastructure (houses, walls,
bridges and tunnels). Then we aim at creating a buffer around some source
based on an analysis determining whether it is likely that the incident will cover
this area within a certain time with the primary intent being on supporting plan-
ning and decision-making, not detailed outcome analysis as may be required for
engineering aspects.

2.2 Modeling principles

We assume that a appropriate polygon mesh 3D representation is provided by
a GIS tool. In addition to geographic information and spatial information of
the type described above must be available. This includes infrastructure, build-
ings, ground properties (terrain formations), vegetation, and certain properties
of these. These objects are are named geospatial objects, and constitute a a
group O. Further a set of events is defined. We start by defining a set S of
events that are of interest in a CIP, this can for example be fire, explosions,
flooding, leakage of chemical toxic liquids or fluids. An event can originate from
different types of sources: point source (e.g. fire or explosion), line source (e.g.
pipeline leakage) or polygon source (e.g. flooding). Each element o; of O is as-
signed a resistance parameter p;;, describing how resistant the element o; is to
event j. The parameter p can be of different nature and granularity. In order
to achieve our goal of simplicity in this paper (the model extends naturally to
include a resistance function) we state that

~_ J 0 if 0; is not resistant to event j
Pij 1 if o; is resistant to event j.

Based on this classification of the objects in the model our approach is based
on an discretization of time and space. For each time step an analysis of a small
part of the area or space to be covered is carried out and the size of the extension
of the buffer zone is based on the average or over all properties of the area to be
covered. This requires the models ability to efficiently scan a 2D or 3D polygon
efficiently for objects of different resistances.

2.3 2D Model

The basic case for geospatial buffering is well established in two dimensions
and hence only requires introduction of our event resistance model. We start by
assuming a point source at the origin, having a potential P. This potential can



describe the amount of substance available, the pressure, or a number of other
parameters depending on the modeled phenomenon. Based on P we assume
that a model for how the pressure wave, substance or event propagates. The
propagation has two principal features, propagation speed and intensity. The
propagation speed v mainly depends on P and the resistance or conductivity
of the traversed medium or substance while the intensity I also depends on the
distance r from the source. The dependency on the distance from the source will
often be proportional to »~", where n is a positive number. However, this is not
always the case, e.g in the case of a fire which may gain energy and speed as
larger areas are covered.

Fig. 1. A section of a 2D buffer

We assume that the buffer surface is continuous but not derivable in all
points. As the propagation from the point source goes in straight lines, a polar
coordinate system is appropriate, which allows the identification of a specific ra-
dian by its angular coordinate and to follow this radian over time. Thus a point
in the plane is uniquely determined by (r, #), where r is the distance from the ori-
gin and 6 is the angle required to reach the point from the z-axis. Figure 1 shows
three radians, the ones with 6 equal to 0, 2r/N, and 47 /N, where N is the se-
lected number of partition of the surface. In the sketched scenario the algorithm
is about to evaluate v(P,71,;—1,61). In order to do this one needs to determine
the resistance of the area ahead of the point (r1,;-1,61), i.e. the polygons abc
and cde. We introduce ¢ here, the potential extension of the buffer surface in
direction 6; given that the resistance would be 0, i.e. ¢ = v(P,71,—1,01|p = 0).
This is necessary in order to define the polygons abc and cde. Once the estimate
for ¢ is found, p; and pa, which are the maximum resistances of polygon abc and
cde respectively, are determined. Using the maximum metric to determine the
resistance of the area is obviously a simplified approach. Another, computation-
ally more expensive, option would be to use a weighted average of resistances
based on how much of the polygon area the different objects cover. For now we
choose to focus on the creation of the buffer area, contenting ourselves to the



maximum metric. Once the resistance of the area is determined, the length of ¢
is adjusted according to equation 1:

v(P,r) if >p=0
v(P,r,p1,p2) = qu(Pr)/2 if Yop=1 (1)
0 it S p=2.

From this we see that if both abc and cde have high resistance, the propa-
gation in this direction stops abruptly. If only one of these are fire-resistant the
propagation continues, but at a lower speed. Obviously the selection of N is an
important step; as the length of a circle arc grows as 27r, the granularity of the
partition decays relatively fast, and the accuracy of the result decays at a similar
speed. Thus an area of interest must be defined in the scenario description, and
over-refinement in the early steps of the computations must be accepted.

2.4 3D Point Buffering

Again we assume a point source, but this time in a three-dimensional space
applying the same approach as in the previous section stipulating the maximal
extension of one edge of the buffer surface, analyze the resistance of the covered
area, and then adjust the extension according to this. Further we want to take
advantage of the increased level of detail that a 3D construct can provide, since
e.g. gravity is an important factor for many substances and phenomena, which
can be included in the expression of v and adjusted according to the angle
the velocity has to the xy-plane. Variations in the terrain inclination and air
currents can also be captured in this model. Here, spherical coordinates (the 3D
analogue to polar coordinates) are chosen for space representation. A location
is uniquely determined by the 3-tuple (r,8, ), where r is the distance from the
origin to the point, 6 is the angle between the positive xz-axis and the line from
the origin to the point projected onto the xy-plane, and 1 is the angle between
the positive z-axis and the line formed between the origin and point. The angular
parameters are discretized so that r;;, represent the distance between the source
in angular direction (6;,%s) in the i-th iteration. As in the two-dimensional case
our approach is to analyze the volumes (not the area) in the vicinity of the
point of interest on the propagation limit or buffer surface. Figure 2 shows a
planar projection of the vicinity point of the surface point r; 0,9, and visualizes
the discretization of the angles.

We are now to estimate v(P, r;,0.0). As in the 2D case we let ¢ = v(P, i 0,0lp =
0). From this we define four volumes in the vicinity of the point of interest, each
of form similar to the one sketched in fig. 3, based on the four vicinity grids
of fig. 2. Analyzing the resulting volumes we can now determine the resistances
(p1, p2, p3, pa) for each volume, and from this adjust the length of ¢ according to
equation 2.
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Fig. 2. Planar projection of a 3D buffer surface for point source

v(P,r,0,¢) if S p=0
v(P,r,0,9) if ZP -1

4
U(P7T797¢7p15p27p3ap3): w if Ep:2 (2)
3v(P,£,0,w) if Ep -3
0 it =4

The references to the angles are kept in order allow the inclusion of features such
as gravity and atmospheric features to the model. As in the 2D case we note that
again the angular partition has to be considered carefully at the initialization
of the model. The area of a spherical surface grows as mr? so the granulation
becomes a major issue at large distances from the centre. However, amplitudes
of event propagation tend to decay at the same or faster speeds.

Fig. 3. An extension volume of the 3D buffer for a point source

2.5 3D Line Segment Buffering

A line in three-dimensional space can be defined as two end nodes with zero
or more internal nodes. In GIS, line data are used to represent one-dimensional
objects such as roads, railroads, canals, rivers and power lines. The straight parts
of a line between two successive vertices (internal nodes) or end nodes are called
line segments, thus a model for line segment buffering is needed [6]. A line can
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Fig. 4. Planar projection of a 3D buffer surface for segment source

be viewed as a set of points. We assume that the sources are lined up e.g on
the z-axis, and choose to focus on spreading in the plane which is normal to the
z-axis. This leads to cylindrical coordinates being a well-suited representation
for the given scenario. In cylindrical coordinates, a point is defined by the 3-
tuple (r,0,z), where r is the distance of from the point to the z-axis, 0 is the
angle between the positive z-axis and the line from origin to the point, and z
is the z-coordinate of the point. We will use the notation r; ; ; to identify the
position of the buffer surface point with z-coordinate x and angular position §;
in iteration ¢. The planar projection of the vicinity of a point of interest on the
buffer surface is shown in fig. 4. We see that this is much the same as the scheme
in fig. 2, only that 1 is replaced by z.

Once the discretization scheme is established, the buffer extension process,
visualized in fig. 5, is much the same for line buffering as it was for point buffer-
ing, extending r; ;  as it was in an environment with low resistance, analyzing
the extension volumes, and adjusting the extension as a function of these. The
adjustment can be done by again using eq. 2, but substituting v(P,r,6,v) with
v(P,r,0,2). Again we would like to keep the reference to the position, in order
to be able to extend the model with physical features. In this case granularity is
less of an issue than in the case of point source. As z;41 — 2; is constant for all
iterations, the area of the cylindrical surface grows as 27r, as in the 2D scenario.
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Fig. 5. An extension volume of the 3D buffer for a line segment source



We should also note that we in this approach has omitted the influence that the
different sources have on each other, which for small r is not negligible.

2.6 3D Polygon Buffering

Polygons are are the third, and last, class of important objects to be considered.
However, here we simply note that this can be achieved with a combination of
the techniques previously discussed. The surface can be discretized as a grid
while the sides of the surface are extended as line buffers (with propagation as a
half-cylinder due to edge effects) and treating the corners as point buffers (with
propagation as in a quarter of a sphere if the corner of the surface is a straight
angle). Additional side conditions apply, but are omitted here for space reasons.

2.7 Geospatial Data and Physical Features

The different buffering methods has so far been described in very precise lo-
cations in the coordinate system. Giving sources, lines and polygons a general
location in a coordinate system is merely a question of translations and rotations
that can be carried out in a straight forward way, and is not included in our dis-
cussions. In order to include geospatial data into the model we propose the use
of a local voxel representation of the area of interest. Each voxel is associated
with a p value. In this way, both geological and infrastructural volume elements
can be modeled. A voxel representation in combination with finer granulation of
the resistance parameter further allows for finer analysis of the resistance of ex-
tension volumes, allowing also for heterogeneous refinement and use of dynamic
p functions as described above. Physical features such as gravity or air currents
can be included as previously mentioned by adding additional conditions on v.
The use of spherical and cylindrical coordinates has the advantage of defining
the angle of what can be viewed as a velocity vector relative to the perpendicular
plane. From this, elementary mechanics can be used to determine the effect of
gravity or other external forces on the velocity of the dispersing particles.

3 Example Scenario

As an example of the applicability of the model consider a gas pipeline being
located in proximity to a telecommunications exchange. A graph-based model
such as the one reported in [1], will not detect direct interdependencies, although
it may be possible in some cases to identify indirect, transitive, or even cyclical
interdependencies between these heterogeneous infrastructure components. Fur-
ther infrastructure elements such as a power station may, however, require both
of these infrastructure elements to be operational either directly or for risk miti-
gation (e.g. for signaling imminent failure to a network control station in case of
loss of gas pressure). For the threat of a blast emanating from the gas pipeline,
it is necessary to perform an analysis that takes the terrain configuration as well
as the type of event (a vapor cloud explosion typical of a gas explosion) into
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account [7,8]. Such an analysis is only partially achievable using 2D or 2.5D
GIS analysis. Assume a scenario as presented in fig. 6 with a point source S of
an possible explosion located in the vicinity of two buildings A and B in a city
landscape. Building B contains a cellular phone base station T'. A 2D simulation
of a point source buffer around S, shows that T is protected by the building A.

o Wn

1 Area pro-
I tected by
T A

Fig. 6. The result of a 2D or 2.5D simulation

If we now consider a 3D simulation of the same scenario we would have to
investigate or collect information regarding the exact location of T also in the
vertical direction. Assuming that T is located on the roof of B, and that B is
a taller building than A we may very well have a scenario in the zz plane as
is sketched in fig. 7. In this case only the lower part of B is protected by A,
and we do indeed have a dependency between the infrastructure in S and the
infrastructure served by 7' in this area.

Area pro-
tected by

S
®

Fig. 7. The result of a 3D simulation seen in a xz section

4 Related Work

Despite the heightened interest in geospatial modeling in general caused largely
by the increasing availability of GIS tools to the general public, research on
the use of such models and tools has been limited [9,10]. In part this is also
based on both limited availability of three-dimensional geospatial data and also
of currently limited support by GIS tools. However, several 3D-capable GIS
environments are available, and standardization efforts e.g. on the part of the
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OpenGIS consortium are progressing rapidly. GIS approaches using 3D repre-
sentations have e.g. been proposed for hydrological applications such as flood
warning [11] while terrain and topology features have also been used previously
in 2D contexts [12]. Patterson and Apostolakis use a Monte Carlo approach based
on multi-attribute utility theory to predict locations of interest e.g. to targeted
attacks incorporating GIS features and also taking multiple infrastructure types
into account [13]. Other proposed application areas for selected critical infras-
tructures are the integration of geospatial and hydraulic models [14] and the
continuity of telecommunications backbone structures [15]. This indicates that
critical infrastructure models can benefit greatly from adapting and incorpo-
rating selected aspects of geospatial models for specific questions such as blast
damage assessments [7,8] or plume propagation [16,17].

5 Conclusion

In this paper we have described a localized model for investigating events and
configurations of interdependent critical infrastructure elements which takes the
geospatial positioning and terrain features into account. Moreover, we have
shown that a framework for characterizing properties of geospatial volumes with
regard to the permeability to certain events such as fire, flooding, or blasts, can
yield approximations useful for risk and threat assessment which may then be re-
fined further in more specialized but also computationally complex models. The
model framework described in this paper is intended to supplement and extend
the graph-based model reported in [1-4], not to supplant it. A typical appli-
cation of the model would therefore associate geolocation information with the
vertices of the graph-based model and then selectively investigate the geospatial
neighborhood of a particular graph vertex or set of vertices of interest to ensure
that no hidden dependencies and risks exist that cannot be captured adequately
by a purely topological approach. Future work includes more detailed modeling
of terrain types as well as of effects of various event types and their interac-
tions with both terrain types and topographical features. This, in conjunction
with the integration of 3D polygonal buffering will allow a more detailed in-
vestigation of events in complex terrain. However, the availability of sufficiently
detailed terrain information in existing GIS databases currently still represents
an obstacle to more widespread use, and presently limits our implementation to
small models. Moreover, to improve performance it would be highly desirable to
for GIS environments to fully support queries such as 3D polygonal buffering,
which currently must be performed by the modeling environment.
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